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Abstract—The Internet of Things (IoT) and cloud computing 

are rapidly gaining momentum as decentralized Internet-based 

technologies, leading to increased information in nearly every 

technical and commercial industry. However, ensuring the 

security of IoT systems is a pressing issue due to the complexities 

involved in connected and shared environments. Networks are 

guarded by Intrusion Detection Systems (IDS) against various 

cyber threats such as malware, viruses, and unauthorized access. 

IDS has recently adopted Machine Learning (ML) and Deep 

Learning (DL) techniques to identify and classify security risks. 

However, the effective utilization of these technologies depends on 

the availability, quality, and characteristics of the data used to 

train models. Moreover, data lack, data leak, and dimensionality 

(DLLD) are common problems in data science and ML. This paper 

surveys existing research and suggests solutions for overcoming 

DLLD-related issues to improve the IDS model.  

 
 
Index Terms—Intrusion Detection Systems (IDS), Data Lack, 

Data Dimensionality, Data Leakage, Cybersecurity.  

 

INTRODUCTION 

he rapid growth of decentralized and internet-based 

technologies, such as cloud computing and the IoT, has led 

to an information explosion [1]. However, the security of IoT 

systems has become one of the most complex issues in shared 

and connected environments, as cyber threats like hackers, 

viruses, and malicious software can compromise the security 

and stability of data [2]. Furthermore, data breaches can directly 

undermine the safety of the IoT, resulting in various harmful 

behaviors [3]. Therefore, IoT protection has become a hot topic 

[3]. 

Moreover, IDS is a software or hardware system that monitors 

network traffic and analyzes it for malicious activity or policy 

violations. If such activity is detected, the IDS can take various 

actions, such as logging the event, reporting it to an 

administrator, or blocking it [4]. In addition, IDS systems can 
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be configured to monitor specific protocols, ports, or types of 

traffic. IDS systems are used to protect networks from a variety 

of cyber threats, such as malware, viruses, and unauthorized 

access.  

Recently, ML and DL algorithms have increasingly been 

applied in Intrusion Detection Systems (IDS) to identify and 

classify security threats [5]–[8]. Their application enhances the 

accuracy and effectiveness of IDS by training systems on 

datasets that include both standard and abnormal network 

traffic, enabling these systems to identify patterns indicative of 

malicious activities [9]. ML can be utilized in IDS through 

various approaches [10]: 

• Anomaly Detection: An IDS using ML algorithms 

learns to recognize regular network traffic patterns. It 

then identifies deviations from these established 

norms, which could indicate potential intrusions [11]. 

This method is particularly effective for detecting 

novel or previously unseen threats. 

• Signature-based Detection: This approach involves 

ML identifying established patterns or 'signatures' of 

known malicious activities within network data [9]. 

Unlike anomaly detection, which focuses on 

deviations from normalcy, signature-based detection 

relies on a pre-defined database of known threat 

signatures. It's highly effective for detecting known 

threats but may not identify new, unrecorded types of 

attacks. 

• Behavior-based Detection: ML analyzes and 

understands typical user or system behavior patterns. 

The IDS then detects activities that deviate from these 

patterns, such as repeated failed login attempts or 

unusual network scanning activities [12]. This method 

is useful for identifying threats that may not have a 

known signature but exhibit suspicious behavior 

patterns. 
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Each ML approach offers distinct advantages in detecting and 

mitigating security threats, making them integral to modern IDS 

solutions. 

Moreover, using ML in an IDS can significantly improve its 

accuracy by allowing it to adapt to changing network traffic 

patterns and new types of intrusions. It can also reduce the 

number of false positives, as the IDS can learn to distinguish 

between normal and malicious activity more effectively [13].  

However, the effective use of these technologies depends on the 

availability, quality, and characteristics of the data used to train 

models. Data Lack, Data Leak, and Data Dimensionality 

(DLLD) issues are all common problems that can arise in the 

field of data science and ML [14]–[16]. 

Data Lack, also known as "data scarcity," refers to insufficient 

data available to train a model or perform a specific analysis. 

This can occur for various reasons, such as difficulty in 

collecting data, high costs associated with data acquisition, or 

limitations on the data types that can be managed. Data lack can 

be a significant barrier to developing effective ML models, as a 

model's performance is directly related to the quality and 

quantity of the data it is trained on. 

Data Leak, also known as "data leakage," occurs when a model 

is trained on data that includes information that would not be 

available when the model is used in production [17]. This can 

lead to models that perform well on the training data but poorly 

in practice [14]. Data leaks can occur for various reasons, such 

as poor data cleaning, lack of feature engineering, or inadequate 

data partitioning[15]. 

Data Dimensionality refers to the number of features or 

variables in a dataset. High dimensionality can make it 

challenging to model and analyze data, as the number of 

potential interactions between features increases exponentially 

with dimensionality [18]. High dimensionality can also lead to 

the "curse of dimensionality," a phenomenon in which models 

trained on high-dimensional data perform poorly due to a lack 

of data. In addition, high-dimensional data can make it more 

challenging to identify patterns and relationships in data, which 

can also lead to overfitting [16]. 

As a result, DLLD can significantly impact the performance of 

IDS systems. The research community has been working on 

different techniques to address these issues [19]–[24]. In this 

survey paper, we will be discussing the various methods and 

approaches used to overcome these problems in the field of 

IDSs. We will also highlight recent advances and ongoing 

challenges in this area of research. This paper will provide a 

comprehensive overview of the current state-of-the-art and help 

researchers and practitioners understand the latest trends in this 

field and design better IDS.  

 
 

LITERATURE REVIEW  

DLLD issues are significant challenges faced by researchers 

and practitioners in IDS. These issues can significantly impact 

the performance of IDS models, making it difficult to 

effectively identify and prevent unauthorized access, misuse, 

alteration, or destruction of information systems [25]–[32]. 

The literature in this field has been focusing on different 

approaches to address DLLD issues to improve the 

performance of IDS systems. Various techniques have been 

explored and applied in addressing the challenges of DLLD in 

IDS. Table 1 summarizes these techniques and categorizes them 

based on their specific challenge. Additionally, we have 

provided references for each technique where these methods 

have been discussed or applied in the context of IDS. This table 

serves as a comprehensive guide for researchers and 

practitioners in the field, offering a quick reference to the 

relevant literature on each technique.  

Table 1 Techniques used to address DLLD. 

Techniques Data 

Leakage 

Data 

Lack 

Data 

Dimensionality 

Referen

ces 

Data masking X 
  

[33] 

Data encryption X 
  

[34] 

Data 

tokenization 

X 
  

[35] 

Data 

anonymization 

X 
  

[36] 

Data sub-setting X 
  

[37] 

Data 

augmentation 

 
X 

 
[38] 

Data generation 
 

X 
 

[39] 

Data synthesis 
 

X 
 

[40] 

Data imputation 
 

X 
 

[41] 

Transfer 

learning 

 
X 

 
[42] 

Feature 

selection 

  
X [43] 

Feature 

extraction 

  
X [44] 

Reduction 
  

X [45] 

Manifold 

learning 

  
X [46] 

PCA 
  

X [47] 

 

Data Dimensionality 

IDS are designed to detect malicious activity or violations of 

security policies in computer networks. One of the significant 

challenges in designing and implementing IDSs is dealing with 

the high dimensionality of the data [22], [48]–[50]. 

Feature selection selects a subset of relevant features for model 

construction [51]. The goal is to choose a set of features that 

improves the accuracy and interpretability of the model while 

reducing dimensionality and minimizing overfitting [52]. 

Furthermore, the three primary feature selection methods are 

filter, wrapper, and embedding approaches. [53]. 

A study by Subba et al. [54] proposed a Principal Component 

Analysis (PCA) technique to lower the time complexity of 

anomaly-based IDS. The PCA method reduces large data sets 
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by organizing the input features based on their correlation while 

maintaining a suitable level of data accuracy. The study tested 

the Support Vector Machine (SVM), Multilayer Perceptron 

(MLP), C4.5, and Naive Bayes algorithms using multi- and 

binary classification. The results showed high accuracy, but it 

was noted that the testing was only conducted on the training 

data, which may not yield the same results when applied to test 

data. 

Can et al. [55] introduced a neural network-based DDoS attacks 

classification model. The model takes advantage of a proposed 

automatic feature selection scheme, and the model's 

effectiveness was assessed using the CICDDoS2019 dataset 

and proved the efficiency of the proposed model. However, the 

model is significantly affected by the disparity between the test 

and training data distribution. 

Di Mauro et al.  [56] reviewed ML techniques for network 

intrusion detection, explicitly focusing on statistical features 

such as inter-arrival times and packet length distribution for 

classifying and recognizing data traffic. However, the authors 

note that dealing with the large number and diversity of features 

that typically characterize data traffic can be challenging and 

lead to issues such as lengthy training processes and introducing 

bias during classification. The authors propose that feature 

selection is a crucial preprocessing step in network 

management to address these issues, specifically for network 

intrusion detection.  

In a study by Hassan et al. [57], an improved Binary Manta-Ray 

Foraging (BMRF) Optimization Algorithm is proposed. This 

algorithm is based on an adaptive S-shape function and a 

Random Forest (RF) classifier. The essential features are found 

in the intrusion detection datasets, and the redundant and 

unnecessary ones are removed using the BMRF algorithm. 

Conversely, the RF classifier is used to build the intrusion 

detection model and evaluate the feature set. The CIC-IDS2017 

and NSL-KDD datasets are used as benchmarks to test the 

proposed method and compare it to other approaches. The 

findings show that the suggested model performs admirably in 

terms of precision, recall, F-measure, and accuracy. The 

proposed model and the compared methods differ significantly 

in terms of F-measure, according to a statistical significance test 

that was performed. 

D'hooge et al.   [58] suggest a hybrid feature selection 

mechanism for intrusion detection to increase the effectiveness 

and efficiency of using datasets. The proposed strategy is based 

on a first-pass filter method and a second-pass embedding 

method, with statistical testing playing a pivotal role in 

identifying hierarchies of dominating feature sets. The method 

is verified by creating feature hierarchies for current datasets 

supplied by the Canadian Institute for Cybersecurity. The 

findings demonstrate that attack classes with a distinct network 

component may be identified with reasonable accuracy, recall, 

and precision even when the classification model is constructed 

from a limited set of features. 

Adnan et al. [1] introduce a novel approach for intrusion 

detection in IoT-based wireless sensor networks. The proposed 

Intelligent IDS system combines a rule-based feature selection 

algorithm with a multi-objective optimization (PSO) technique 

and a multiclass SVM classification algorithm with an 

enhanced rule-based approach. The system's performance was 

evaluated using the KDD'99 Cup and CIDD datasets. The 

results showed that the proposed IDS system reduced the false 

positive rate and improved detection accuracy. 

Mushtaq et al. [59] offer a stacked ensemble-based intrusion 

detection system (SE-IDS) that uses optimum feature selection 

to increase detection accuracy and decrease false positives. As 

foundation learners, the system contains a Decision Tree (DT), 

XGBoost, bagging classifier, additional tree, RF, and an MLP 

as a meta-learner. The system was evaluated on the NSL-KDD 

dataset, and the findings revealed that the suggested method 

outperformed previous strategies regarding accuracy, detection 

rate, and false alarm rate. 

Halim et al. [60] propose a new feature selection method called 

Genetic Algorithm-based Feature Selection (GbFS) that utilizes 

a genetic algorithm to improve the accuracy of classifiers. In 

addition, the proposed method includes a novel fitness function 

and parameters tuned for the genetic algorithm. The GbFS 

method was evaluated on three standard network security 

datasets: UNSW-NB15, Bot-IoT, and CIRA-CIC-DOHBrw-

2020. The results were compared to traditional feature selection 

methods and showed that GbFS achieved a maximum accuracy 

of 99.80%. 

Aksu and  Aydin  [61] propose a new intrusion detection 

framework for Controller Area Network (CAN) bus systems. 

The proposed framework involves feature selection and 

classifier techniques to improve IDS performance. The feature 

selection method uses a modified genetic algorithm (MGA) to 

reduce the dimensionality of the data and select the optimal 

feature subset. In contrast, the classifier uses five different 

linear and nonlinear methods to identify intrusions, including 

SVM, logistic regression, DT, K-Nearest Neighbor (KNN), and 

linear discriminant analysis. The proposed method is tested on 

three datasets (HCRL-car hacking, UNSW-NB15, and CIC-

IDS2017), and results show that the MGA-DTC combination 

presents the best performance in several metrics. 

Kiplinger et al. [62] propose a new dataset for IDS called 

Switch port anomaly-based IDS (SPA-IDS). They introduce an 

automated classification model that utilizes signals collected 

from the dataset, which includes the generation of features 

using vertical mode decomposition and statistics, as well as 

iterative feature selection and classification phases. The model 

employs ML methods such as decision tree, bagged tree, SVM, 

and KNN and is evaluated using ten-fold cross-validation. 
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Results indicate that the proposed method achieves high 

accuracy rates, with the KNN classifier achieving 96.65%, the 

SVM performing 98.52%, the DT reaching 98.39%, and the 

bagged tree achieving 99.11%. In addition, the study 

demonstrates the effectiveness and efficiency of the proposed 

vertical mode decomposition and iterative feature selection-

based IDS. 

Chopra et al.  provide an algorithm for non-deterministic feature 

selection for IDS that blends swarm intelligence and ensemble 

approaches. Three datasets—NSL-KDD, UNSW-NB15, and 

IoT-Zeek—produced from Zeek network logs and malicious 

and benign threat intelligence are used to test the approach. The 

findings demonstrate that the suggested method surpasses 

current ML models regarding the f1 score, scoring 92.092% on 

NSL-KDD, 92.904% on UNSW-NB15, and 97.302% on IoT-

Zeek. 

Panigrahi et al.  [63]  present a multiclass IDS for a cyber-

physical environment using the CICIDS 2017 dataset. The 

proposed IDS uses a multi-objective evolutionary feature 

selection (MOEFS) algorithm to select the most informative 

features from the dataset and a hybrid classification mechanism 

combining the efficiency of decision tree naive Bayes (DTNB) 

for detecting threats in network traffic. The system achieved 

96.8% accuracy using only five features and successfully 

detected benign instances and 11 out of 13 attack classes. 

However, it struggled to detect Heartbleed and Web-SQL 

Injection attack instances due to low participation in the training 

module. The authors also suggest that the system could be 

improved with a feedback approach, class relabeling, and 

exploring other feature selection schemes. 

Artur  [64] examined the data using the Naive Bayes classifier 

and the Recursive Feature Elimination with Cross-Validation 

(RFECV) feature selection approach. The research indicated 

that the best number of features for binary classification using 

the Naive Bayes approach is 32 after stratified cross-validation 

with ten folds and five repeats on a dataset. Furthermore, 

according to the study's findings, the F-measure and Receiver 

operating characteristic (ROC) curve scores suggest that binary 

classification using the Bernoulli Naive Bayes method works 

effectively. 

Herrera-Semenets et al. [65] feature selection algorithm, called 

Multi Measure Feature Selection Algorithm (MMFSA), 

combines three measures to estimate different qualitative 

information in the features. The algorithm was evaluated and 

compared with other feature selection algorithms on a dataset, 

and it was found that MMFSA outperforms the other algorithms 

regarding classifier efficacy. In addition, the algorithm does not 

require manually pre-defining several features, which is a 

limitation in most other algorithms. However, the paper also 

points out that the optimal parameter value for the algorithm 

could not be determined, which could lead to overfitting and a 

resulting classification model with less predictive power. The 

authors suggest that this limitation could be studied in depth in 

future work, and they also plan to evaluate MMFSA in other 

application domains. 

Kasongo and Sun  [66] used the XGBoost algorithm and several 

ML  methods to propose a new feature selection. The 

performance of the suggested techniques was assessed using the 

UNSW-NB15 dataset. 

The results show that using a reduced (optimal) feature vector 

generated by the XGBoost algorithm can reduce model 

complexity and increase detection accuracy on test data. 

However, the study also highlights that the XGBoost-ANN 

method performs poorly for minority classes in the UNSW-

NB15 dataset. Therefore, to improve the occurrence of minority 

classes during the training phase in future work, the authors 

advise employing a synthetic oversampling technique. 

Disha and  Waheed  [67] proposed a Gini Impurity-based 

Weighted RF (RF) feature selection technique for ML-based 

IDS using two imbalanced datasets: UNSW-NB 15 and 

Network TON_IoT. The feature selection reduced the number 

of features in both datasets. In addition, the accuracy, false 

positive rate, precision, recall, and F1 score of the following 

machine learning models: DT, AdaBoost, Gradient Boosting 

Tree (GBT), MLP, Long-Short Term Memory (LSTM), and 

Gated Recurrent Unit (GRU) were examined. The results 

showed that the feature selection strategy outperformed DT for 

both datasets. However, the study did not perform multiclass 

classification and time complexity analysis, which could be 

considered future work. 

Kshirsagar and Kumar  [68] proposed an ensemble feature 

selection method that combines four different feature selection 

techniques, ReliefF, Gain Ratio, and ReliefF-Weight 

Information gain, to obtain a subset of 24 reduced features from 

a more extensive set of features. The proposed framework was 

implemented and validated on the CICIDS 2017 dataset using 

a J48 classifier and produced an improved 99.9909% detection 

rate with a relatively short model built-up time of 11.08 

seconds. The study also reported that the proposed ensemble 

method outperforms other state-of-the-art feature selection 

methods in model built-up time, detection rate, and accuracy. 

However, this study does not discuss the limitations or potential 

weaknesses of the proposed ensemble feature selection method 

and how it would perform on other datasets. 

 

In summary, the literature review on feature selection for IDS 

highlights the importance of selecting relevant features to 

improve the model's accuracy and efficiency while reducing 

dimensionality and minimizing overfitting. Different categories 

of feature selection methods, such as wrapper, filter, and 

embedded forms, have been proposed in the literature. 
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Moreover, Table 2 comprehensively overviews IDS's diverse 

feature selection methods. Each method has distinct strengths 

and limitations, making them suitable for specific scenarios. 

For example, PCA and Neural Network-based methods are 

noted for their efficiency in large and complex datasets. Still, 

they also face challenges such as the risk of overfitting and 

variance in performance across data distributions. 

Hybrid methods and ensemble approaches, represented by 

studies like D'hooge et al. [58] and Kshirsagar and Kumar [68], 

offer innovative solutions for creating feature hierarchies and 

improving detection rates but often come with increased 

complexity and computational demands. Advanced approaches 

like BMRF Optimization and Genetic Algorithm-based 

methods, as shown in the works of Hassan et al. [57] and Halim 

et al. [60], demonstrate high precision and accuracy but require 

careful consideration in parameter tuning and broader scenario 

applications. 

Table 2 Comparison of the data dimensionality works. 

Study  Method Key 

Characteristi

cs 

Strengths Limitations 

Subba et 

al. [54] 

PCA Reduces data 

complexity 

Efficient 

for large 

datasets 

Risk of 

overfitting; 

Limited real-

world testing 

Can et al. 

[55] 

Neural 

Network-

based 

Automatic 

feature 

selection 

Adaptable 

to complex 

datasets 

Performance 

varies with 

data 

distribution 

Di 

Mauro et 

al. [56] 

Statistical 

Feature 

Analysis 

Focuses on 

statistical 

features 

Manages 

feature 

diversity 

Potential 

biases: 

Lengthy 

training 

Hassan et 

al. [57] 

BMRF 

Optimizati

on 

High 

precision 

and accuracy 

Effective in 

feature 

reduction 

Limited 

exploration in 

diverse 

scenarios 

D'hooge 

et al. [58] 

Hybrid 

Feature 

Selection 

Combines 

filter and 

embedding 

methods 

Efficient 

for creating 

feature 

hierarchies 

Complexity in 

implementatio

n 

Adnan et 

al. [1] 

Rule-based 

& Multi-

Objective 

Optimizati

on 

Balances 

selection 

with 

optimization 

Reduces 

false 

positives in 

IoT 

networks 

Computational

ly intensive 

Mushtaq 

et al. [59] 

Stacked 

Ensemble-

based IDS 

Incorporates 

multiple 

algorithms 

High 

detection 

accuracy 

Management 

complexity of 

multiple 

algorithms 

Halim et 

al. [60] 

Genetic 

Algorithm-

based 

(GbFS) 

Utilizes a 

novel fitness 

function 

High 

accuracy 

Parameter 

tuning 

challenges 

Aksu and 

Aydin 

[61] 

Modified 

Genetic 

Algorithm 

Feature 

selection for 

CAN Bus 

systems 

Versatile in 

various 

methods 

Unexplored in 

real-world 

scenarios 

Kiplinger 

et al. [62] 

SPA-IDS 

Dataset 

Model 

Utilizes 

vertical 

mode 

High 

accuracy 

rates 

Specificity to 

the SPA-IDS 

dataset 

decompositi

on 

Chopra 

et al. 

Swarm 

Intelligence 

& 

Ensemble 

Non-

deterministic 

feature 

selection 

High f1 

score in 

multiple 

datasets 

Requires large 

data for 

validation 

Panigrahi 

et al. [63] 

MOEFS Selects 

informative 

features 

High 

accuracy 

with few 

features 

Struggles with 

certain attack 

classes 

Artur 

[64] 

RFECV 

with Naive 

Bayes 

Optimal 

feature 

number 

determinatio

n 

Effective 

binary 

classificati

on 

Limited to 

Bernoulli 

Naive Bayes 

method 

Herrera-

Semenets 

et al. [65] 

MMFSA Combines 

three 

measures for 

feature 

estimation 

Outperform

s other 

algorithms 

Optimal 

parameter 

value 

undetermined 

Kasongo 

and Sun 

[66] 

XGBoost 

with ML 

Methods 

Reduced 

feature 

vector 

Increases 

detection 

accuracy 

Poor 

performance 

for minority 

classes 

Disha 

and 

Waheed 

[67] 

Gini 

Impurity-

based 

Weighted 

RF 

Feature 

selection for 

imbalanced 

datasets 

Improves 

various 

model 

metrics 

No multiclass 

classification 

analysis 

Kshirsag

ar and 

Kumar 

[68] 

Ensemble 

Feature 

Selection 

Combines 

multiple 

feature 

selection 

techniques 

Improved 

detection 

rate and 

accuracy 

Performance 

on different 

datasets 

unexplored 

 

In conclusion, the choice of feature selection method in IDS 

should be carefully aligned with the data's specific 

characteristics and the model's intended goals. Future research 

in this area should aim at developing more versatile and robust 

feature selection methods that can effectively address the 

evolving challenges in network security. 

Data lack   

IDS have become crucial in securing networks and systems 

from cyber-attacks. ML-based IDSs have gained popularity as 

they can learn and adapt to changing patterns in network traffic. 

However, using ML in IDSs has also introduced a new 

challenge: data lack. Data lack refers to the lack of sufficient 

and representative data for training and testing ML-based IDSs. 

This can lead to poor performance of the IDSs in real-world 

scenarios, as the models cannot generalize well to unseen data. 

In this literature review, we will explore the impact of data lack 

on the performance of ML-based IDSs and various techniques 

that have been proposed to address this issue. We will examine 

the current state of research on this topic and identify potential 

avenues for future work. 

Kenyon et al. [69] discuss the challenges of developing a 

reliable and representative dataset for IDS. The authors argue 

that existing datasets are often outdated and not suggestive of 

current threat landscapes and that there is a lack of 



27 

JOURNAL OF COMMUNICATION AND INFORMATION SYSTEMS, VOL. 39, NO. 1, 2024. 

 

standardization and transparency in the design and availability 

of datasets. The paper also addresses de-identifying sensitive 

information to meet regulations such as the General Data 

Protection Act (GDPR) and the lack of standardized metrics to 

compare datasets equally. Finally, the authors attempt to 

classify the most widely used public intrusion datasets, 

highlighting their limitations and best practices in dataset 

design. The paper concludes by suggesting that these 

contributions will facilitate ongoing research and development 

in IDS. 

Thakkar and Lohiya  [70] review the datasets developed for use 

in the IDS field and find that they need to be updated to identify 

recent attacks better and improve performance. The CIC-IDS-

2017 and CSE-CIC-IDS-2018 datasets have been introduced to 

address this need for more realistic network traffic and updated 

attacks. The paper also discusses the characteristics of these 

datasets and notes some shortcomings. The authors plan to 

further study these datasets' performance using ML and data 

mining techniques and incorporate feature engineering and data 

sampling to address the shortcomings. 

Yang et al. [71] present an overview and analysis of intrusion 

detection research in network security. The authors examined 

119 highly cited publications, emphasizing preprocessing and 

intrusion detection techniques, evaluation methods, and the 

research community. They discovered that network anomaly 

detection research is imbalanced across different target 

networks. In addition, the lack of available datasets is a 

significant obstacle to cybersecurity research in the ICN and 

SDN domains. The authors also found that supervised learning 

is currently the mainstream approach but that unsupervised and 

semi-supervised learning and automated data labeling may be 

more promising. Finally, they also suggest that more research 

is needed on anti-perturbation anomaly detection in adversarial 

environments. 

C. Zhang et al. [12] provide a summary of the application and 

research of ML in IDS and compare different ML algorithms 

that have been used in the field in recent years. The study finds 

that there is more research on ensemble learning and DL 

models, with ensemble learning being more mature and applied 

in various fields, while deep understanding is still in the early 

stages of exploration. The paper conducts experimental 

research using KDD99 and NSL-KDD datasets and finds that 

ensemble learning generally has better results, but other 

algorithms also have their advantages. The article suggests that 

further research should explore new models that integrate 

multiple algorithms and use different data and preprocessing 

methods. Additionally, the paper states that future research 

should focus on detecting unbalanced and new data types and 

finding or building good algorithms for this purpose. 

Bui et al. [72] describe a toolchain that automates the process 

of feature extraction, data labeling, and assessing the quality of 

created datasets from various sources, including network 

traffic, system logs, and monitoring software reports. It also 

allows for the validation and customization of datasets. The 

experiment findings show that the dataset obtained through this 

framework performs better regarding coverage and detection 

efficiency for ML-based IDS. However, the limitations of this 

work include a lack of diversity in attack behaviors, a lack of 

support for IoT device types, and the need for further studies to 

compress the inter-learning time. 

Lawrence et al. [73] present the design of a framework called 

CUPID, a publicly available, labeled network traffic dataset 

that includes a human pentester activity. CUPID aims to aid in 

the investigation of anomaly-based IDS  and to serve as a 

representative of modern enterprise networking. In addition, the 

authors provide a discussion on the challenges faced and how 

they were overcome during the design process, with the hope 

that this will assist others in creating similar datasets in the 

future. 

Jatti and Kishor Sontif  [74] present the UNSW-NB15 dataset 

as a modern representative of network traffic and attack 

scenarios for use in IDS research. The IXIA PerfectStorm tool 

created the dataset, and includes 49 features and nine prominent 

attack families. The authors claim that benchmark datasets, 

such as KDD98, KDDCUP99, and NSLKDD, are outdated and 

limited in their representation of attacks and packet 

information. The paper includes a comparison of UNSW-NB15 

with the KDDCUP99 dataset to demonstrate the benefits of the 

new dataset. The article provides a straightforward 

methodology for creating the dataset and a clear comparison 

with existing benchmark datasets. However, it would be 

beneficial for the authors to provide more concrete examples 

and statistics to back up their claims about the limitations of 

existing benchmark datasets and the superiority of the UNSW-

NB15 dataset. Additionally, more discussion on the potential 

limitations and drawbacks of the UNSW-NB15 dataset would 

have helped provide a more comprehensive understanding of its 

utility in IDS research. 

Ferriyan et al. [75] present a new IDS dataset called HIKARI-

2021, which addresses the lack of publicly available and up-to-

date datasets for benchmarking and comparing IDS 

performance. The authors make two main contributions: first, 

they propose a set of requirements for building new datasets, 

such as anonymization, payload capture, ground-truth data, and 

encryption, which are lacking in existing datasets. Second, they 

generate the HIKARI-2021 dataset, which includes network 

traffic with encrypted traces and a mix of ground-truth data, 

making it publicly available. The dataset consists of more than 

80 features from CICIDS-2017 and additional features such as 

source and destination IP and port addresses, and it is labeled 

as benign or an attack. The authors also provide scripts and 

guidelines for generating new data and evaluating the dataset. 
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Finally, they assess the performance of the dataset using four 

ML algorithms and suggest future research could include 

background traffic analysis and application identification. 

Bhattacharya [76] presents a dataset, SSENet-2014, which has 

been analyzed for its suitability in detecting multiconnection 

attacks. The dataset has 28 attributes, similar to those in the 

10% KDD Cup 99 dataset, but with the addition of real-world 

traffic trace files. The SSENet-2014 dataset is compared with 

the 10% KDD Cup 99 dataset, and it is found that SSENet-2014 

is better in terms of the distribution of points and distinct 

attribute values for the 'normal' and 'attack' classes. Therefore, 

the authors suggest that SSENet-2014 can be used with the 10% 

KDD Cup 99 dataset to evaluate detection algorithms for 

multiconnection attacks. However, the paper does not provide 

a detailed description of the data collection process, and it is 

unclear how the real-world traffic trace files were obtained. 

Additionally, the article does not offer any results from 

experiments using the dataset. 

Rajasinghe et al. [77] introduce INSecS-DCS, a software 

framework that can create a labeled network intrusion dataset. 

The framework can accept inputs from real-time packet capture 

streams or imported PCAP files and choose between a raw and 

processed dataset as the output. The paper's authors highlight 

the framework's flexibility, which allows researchers or IDS 

users to recreate datasets with attributes that meet their specific 

needs. The plans for INSecS-DCS include using the dataset 

creation capability to provide a Real-Time Network IDS with 

real-time datasets. The authors mention that this will 

significantly impact the commercial and private network 

security industry. One possible criticism of the work could be 

that the authors do not evaluate the INSecS-DCS dataset's 

performance compared to other existing datasets. 

The KDD99 dataset, created in 1999 by Lippmann et al. [78], 

is widely used in IDS research but is considered inadequate for 

evaluation due to its age and the fact that it was captured in a 

simulated environment. In addition, it contains 24 attack types 

but is not updated with recent attack vectors. Nevertheless, 

despite some researchers recognizing its limitations, it is still 

widely used for benchmarking in IDS studies. 

Sharafaldin et al. [79] discuss the challenges in developing a 

reliable and publicly available evaluation dataset for IDS. First, 

the authors analyze 11 publicly available datasets from 1998 to 

2016 and find that they are limited in terms of traffic diversity 

and volume, anonymized packet information and payload, 

various attacks, and feature sets and metadata. In response, the 

authors propose a new IDS dataset, called CICIDS2017, that 

includes seven updated attack families and is publicly available. 

The authors then evaluate the dataset using 80 traffic features 

and seven ML algorithms and compare it to publicly available 

datasets using a proposed evaluation framework. Finally, the 

authors suggest that they will increase the number of PCs and 

conduct more up-to-date attacks in the future. 

In this literature review, we have examined the impact of data 

lack on ML-based IDS performance and the various techniques 

proposed to address this issue. The studies reviewed indicate 

that the lack of sufficient and representative data for training 

and testing ML-based IDSs can lead to poor performance in 

real-world scenarios.  

 

The authors of the reviewed studies have highlighted the 

challenges in developing reliable and representative datasets for 

IDSs and the need for standardization and transparency in the 

design and availability of datasets. They also suggested various 

techniques such as ensemble learning, DL models, 

unsupervised and semi-supervised learning, and automated data 

labeling to address the issue of data lack. 

Furthermore, the comprehensive table (Table 3) presents a 

detailed overview of the diverse range of studies addressing the 

lack of data in ML-based IDS. A recurring theme across these 

studies is the need for updated, realistic, and representative 

datasets that reflect current threat landscapes. Kenyon et al. [69] 

and Thakkar and Lohiya [70] emphasize the necessity for 

modern datasets, while Yang et al. [71] and C. Zhang et al. [12] 

highlight the need for innovative preprocessing techniques and 

the exploration of new ML models. 

The creation of new datasets, such as CUPID by Lawrence et 

al. [73], UNSW-NB15 by Jatti and Kishor Sontif [74], and 

HIKARI-2021 by Ferriyan et al. [75], represents a significant 

effort to address data lack. These datasets aim to offer more 

realistic and comprehensive data for IDS research. However, 

challenges such as dataset design, lack of diverse attack 

behaviors, and the need for further validation are common 

limitations. 

Table 3 Comparison of the data dimensionality works. 

Study 

Reference 

Key Focus Proposed 

Solutions 

Limitations 

Kenyon et 

al. [69] 

Challenges 

in dataset 

development 

Standardization, 

transparency, 

de-identification 

Outdated 

datasets; Lack of 

standardized 

metrics 

Thakkar and 

Lohiya [70] 

Review of 

IDS datasets 

Introduction of 

updated datasets 

(CIC-IDS-2017, 

CSE-CIC-IDS-

2018) 

Need for further 

study on dataset 

performance 

Yang et al. 

[71] 

Overview of 

Intrusion 

Detection 

Research 

Emphasis on 

preprocessing, 

unsupervised 

and semi-

supervised 

learning 

Imbalance in 

research across 

networks; Lack of 

datasets in 

specific domains 

C. Zhang et 

al. [12] 

Comparison 

of ML 

algorithms in 

IDS 

Exploration of 

new models 

integrating 

multiple 

algorithms 

Challenges with 

unbalanced and 

new data types 
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Bui et al. 

[72] 

Automated 

toolchain for 

dataset 

creation 

Feature 

extraction, data 

labeling, and 

quality 

assessment tools 

Limited attack 

behavior 

diversity; Lack of 

IoT device 

support 

Lawrence et 

al. [73] 

Design of 

the CUPID 

dataset 

Inclusion of 

human pentester 

activity in the 

dataset 

Challenges in the 

dataset design 

process 

Jatti and 

Kishor 

Sontif [74] 

Introduction 

of the 

UNSW-

NB15 

dataset 

Modern 

representative of 

network traffic 

and attacks 

Comparison with 

outdated datasets; 

Lack of concrete 

examples 

Ferriyan et 

al. [75] 

Creation of 

the HIKARI-

2021 dataset 

Anonymization, 

payload capture, 

ground-truth 

data, encryption 

Need for 

background 

traffic analysis; 

Encryption 

challenges 

Bhattacharya 

[76] 

Analysis of 

the SSENet-

2014 dataset 

Real-world 

traffic trace files 

for detecting 

attacks 

Lack of detailed 

data collection 

process 

description 

Rajasinghe 

et al. [77] 

INSecS-DCS 

software 

framework 

Creation of 

labeled network 

intrusion 

datasets 

Lack of 

performance 

evaluation 

compared to other 

datasets 

Lippmann et 

al. [78] 

Evaluation 

of the 

KDD99 

dataset 

Widely used 

benchmark in 

IDS studies 

Outdated and 

simulated 

environment; Not 

updated with 

recent attacks 

Sharafaldin 

et al. [79] 

Development 

of 

CICIDS2017 

dataset 

Updated attack 

families; 

Evaluation using 

ML algorithms 

Future plans for 

more up-to-date 

attacks and 

increased PCs 

 

In conclusion, addressing data lack in ML-based IDS is critical 

for improving system performance in real-world scenarios. The 

studies reviewed underscore the importance of developing 

robust, representative, and up-to-date datasets. Future research 

should continue to focus on overcoming the challenges in 

dataset creation and exploring new techniques to mitigate the 

impact of data lack, including anti-perturbation anomaly 

detection in adversarial environments. 

Data Leak  

In recent times, IDS that employ ML techniques have gained 

prominence in detecting cyber-attacks. These systems typically 

depend on extensive labeled data, often sourced from real-

world network environments. However, a common issue arises 

when the training and testing data do not accurately represent 

real-world scenarios, leading to what is known as pattern 

leakage. 

Pattern leakage is a phenomenon where training and testing data 

are not independent and identically distributed. This situation 

often results in overly specific models to the training data, 

leading to suboptimal generalization when applied to new, 
unseen data [80]. Consequently, this affects the IDS's 

effectiveness in real-world deployment. 

 

A study by Bouke and Abdullah [81]. Delves into the impact of 

pattern leakage during data preprocessing in ML-based IDS. 
Using datasets like NSL-KDD, UNSW-NB15, and 

KDDCUP99, they demonstrated that data leakage leads to 

inflated accuracy scores and unreliable models. Their findings 

indicate a heightened sensitivity of certain algorithms like 

Decision Trees and Gradient Boosting to data leakage, 

compared to others like Support Vector Machines. They 

emphasized the importance of proper data preprocessing and 

cautious model selection to prevent data leakage, ensuring the 

reliability and generalization capability of IDS models. 

 

Further studies have explored various aspects of pattern leakage 

in ML-based IDS.  
Several studies have delved into the impact of pattern leakage 

on the efficacy of ML-based IDS. Zheng and Casari [82] 

discuss how leakage in ML can occur when information 

intended for model training is inadvertently included in the test 

dataset. They recommend a strict division between the training 

and testing phases, with different data batches for each. 

However, this approach may lag behind current data trends, 

thus affecting the model's immediacy. 

Dong [17] introduces a Bayesian inference-based method to 

detect data leakage in ML models. This innovative approach 

successfully predicts leakage in a dataset from sports wearables 
by estimating the marginal probability lower limit for observed 

variables. This Bayesian method provides a unique way to 

detect leakage in complex data distributions and can be coupled 

with other ML techniques for a more robust defense against 

attacks. 

Farokhi and Kaafar [83]  propose quantifying membership 

information leakage in ML models using mutual information 

and Kullback–Leibler divergence. Their findings indicate that 

this leakage decreases with larger training datasets, higher 

regularization weights, and increased model sensitivity. Adding 

noise to the data is also explored as a privacy-preserving 

measure against membership inference attacks. They suggest 
future exploration in applying their measures to more complex 

models like deep neural networks. 

W. Zhang et al. [84] describe a technique in a centralized multi-

party ML context for accessing sensitive data of other parties. 

This black-box attack method can extract information about 

sensitive attributes with limited queries, underscoring that 

traditional security measures are insufficient for data 

protection. They evaluated this method across various data 

types and correlations, highlighting the limitations of secure 

computation and differential privacy techniques. 

Kuhn and Johnson  [85] examine information leakage in 
resampling, particularly concerning input variable 

normalization. They assert that utilizing test set data during 

training can lead to overly optimistic results that do not 

replicate in future data instances. They also discuss the 

complexities in applying differential privacy and secure 

computation techniques to prevent this type of leakage. 

Hannun et al. [86] explore using Fisher information loss (FIL) 

to measure the information an ML model leaks about its 

training data. They argue that FIL offers several advantages, 

including leakage assessment at different levels and the ability 

to design models with evenly distributed leakage. While FIL 
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helps tailor privacy to specific levels, the authors acknowledge 

its limitations and the need for further research. 
 

To this end, data leak, or pattern leakage, is a critical issue in 

ML-based IDS where training and testing data are not 

independent and identically distributed, often leading to models 

that do not generalize well to unseen data. The comprehensive 

table (Table 4) presents an overview of the studies addressing 

data leak or pattern leakage in ML-based IDS. The studies 

explore various aspects of this issue, ranging from the impact 

of improper data preprocessing to advanced methods for 

detecting and quantifying data leakage. 

Bouke and Abdullah [81] highlight the crucial role of data 

preprocessing and careful model selection to prevent data 
leakage, while Zheng and Casari [82] recommend a strict 

separation between training and testing data. Dong [17] 

introduces a Bayesian inference-based method for predicting 

leakage, providing a novel approach to this challenge. 

Farokhi and Kaafar [83] propose using mutual information and 

Kullback–Leibler divergence to quantify membership 

information leakage, suggesting that larger datasets and certain 

model configurations can reduce leakage. W. Zhang et al. [84] 

and Kuhn and Johnson [85] discuss the limitations of current 

security measures and the complexities involved in 

implementing differential privacy and secure computation 
techniques. 

Hannun et al. [86] introduce Fisher information loss (FIL) as a 

method for assessing information leakage, offering a way to 

design models with evenly distributed leakage. However, they 

acknowledge the need for further research in this area. 

In conclusion, addressing data leaks in ML-based IDS is 

essential for ensuring the effectiveness and reliability of these 

systems in real-world scenarios. The reviewed studies indicate 

the need for robust data preprocessing, model selection, and 

innovative techniques to detect and mitigate data leakage. 

Future research should continue to develop methods to address 

these challenges and enhance the generalization capabilities of 
IDS models. 

 

Table 4 Comparison of the data leak works. 

Study  Key Focus Proposed 

Solutions 

Limitations 

Bouke 

and 

Abdullah 

[81] 

Impact of 

pattern leakage 

in data 

preprocessing 

Proper data 

preprocessing 

and model 

selection 

Heightened 

sensitivity of 

certain algorithms 

to data leakage 

Zheng 

and 

Casari 

[82] 

Leakage in ML 

due to training-

test data 

overlap 

Strict division 

between training 

and testing 

phases 

Potential lag 

behind current data 

trends 

Dong 

[17] 

Detection of 

data leakage 

using Bayesian 

inference 

Bayesian 

inference-based 

method 

Specific to 

complex data 

distributions; 

Applicability in 

broader contexts 

Farokhi 

and 

Kaafar 

[83] 

Quantification 

of membership 

information 

leakage 

Mutual 

information and 

Kullback–

Leibler 

divergence 

measures 

Applicability to 

more complex 

models like deep 

neural networks 

W. 

Zhang et 

al. [84] 

Black-box 

attack method 

in centralized 

multi-party ML 

Highlighting 

limitations of 

traditional 

security 

measures 

Evaluation across 

various data types 

and correlations 

Kuhn 

and 

Johnson 

[85] 

Information 

leakage in 

resampling 

Discussion on 

differential 

privacy and 

secure 

computation 

Complexities in 

applying privacy 

techniques 

Hannun 

et al. 

[86] 

Measurement 

of information 

leak using FIL 

Fisher 

information loss 

(FIL) for leakage 

assessment 

Limitations in 

tailoring privacy to 

specific levels 

 

CONCLUSION 

In conclusion, ML-based IDS have emerged as a crucial 

approach for detecting and preventing cyber-attacks. The 

effectiveness of these systems heavily relies on the quality, 

availability, and characteristics of the training data. Data Lack, 

Data Leak, and Data Dimensionality (DLLD) issues are 

significant challenges that can adversely affect the performance 

of IDS models. These challenges can hinder the systems' ability 
to effectively detect and respond to unauthorized access, 

misuse, alteration, or destruction of information systems. 

Throughout this paper, we have reviewed and analyzed how 

DLLD issues impact IDS models. Based on our critical analysis 

of the literature, we have identified various techniques to 

address these challenges: 

• Data Lack: Techniques such as data augmentation, 

synthetic data generation, and modern, realistic 

datasets are recommended. These approaches help 

compensate for data scarcity and enhance datasets' 

representativeness. 

• Data Leakage: Preventive measures include rigorous 
cross-validation, strict separation between training and 

testing datasets, and feature engineering to ensure that 

the models do not inadvertently learn from test data. 

• Data Dimensionality: Employing feature selection, 

dimensionality reduction, and data preprocessing 

techniques are essential. These techniques help 

manage high-dimensional data and improve the 

models' interpretability and accuracy. 

Furthermore, DL-based intrusion detection methods and 

adversarial ML-based approaches have shown promise in 

improving the performance of IDS models, offering advanced 
capabilities in handling complex and evolving cyber threats. 

However, addressing DLLD issues is just one facet of 

developing effective and efficient IDS models. Future research 

should focus on several key areas: 

• Development of Robust and Representative 

Datasets: Creating datasets that accurately reflect 

current and emerging threat landscapes is crucial. 

These datasets should account for the latest attack 

vectors and network behaviors. 

• Exploration of Diverse ML Algorithms and 

Models: Investigating the efficacy of different ML 
algorithms and models in IDS can provide insights 

into their suitability for various scenarios and 

challenges. 
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• Advancement in Data Preprocessing and Feature 

Selection Methods: Exploring new data 
preprocessing and feature selection methods can lead 

to more efficient and accurate models, especially in 

handling large and complex datasets. 

• Integration of Privacy and Security Concerns: In 

the dataset creation, handling, and sharing process, 

integrating privacy and security considerations is 

essential. This includes compliance with data 

protection regulations and ensuring that datasets do 

not expose sensitive information. 

 

Through addressing these challenges and exploring these 
research directions, the field of IDS can continue to evolve, 

offering more robust defenses against an increasingly 

sophisticated landscape of cyber threats. 
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