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Deep Reinforcement Learning Based Resource
Allocation Approach for Wireless Networks
Considering Network Slicing Paradigm

Hudson Henrique de Souza Lopes, Flavio Geraldo Coelho Rocha and Flavio Henrique Teles Vieira

Abstract—In this paper, we present an approach for resource
scheduling in wireless networks based on the Network Slic-
ing (NS) paradigm using Double Deep Q-Network (DDQN)
Reinforcement Learning (RL) algorithm. More specifically, we
propose a joint power and Scheduling Block (SB) allocation
algorithm for networks with NS. The reinforcement learning
algorithm applied to the resource allocation problem is formu-
lated using state transitions regarding the system dynamics. We
also present an algorithm, namely Network Slicing based on
Reinforcement Learning (NSRL) that combines the proposed
reinforcement learning based resource allocation with an ap-
proach based on reservation and sharing of resources among
the slices where each RL agent acts in one slice. Simulations
are carried out considering User Equipments (UEs) within a
small cell coverage area - (Small Cells) with different Modulation
and Coding Schemes (MCS) standardized by the 3rd Generation
Partnership Project (3GPP) based on a simplified NS scenario
with fifth generation (5G) wireless network characteristics. In
the simulations, two slices are considered for the UEs: one
considering Ultra-reliable and Low Latency Communications
(URLLC) and other related to enhanced Mobile Broadband
(eMBB) services. Simulation results show that the NSRL algo-
rithm efficiently allocates power and SBs, outperforming other
algorithms in the literature.

Index Terms—Resource Allocation, Network Slicing, Rein-
forcement Learning.

I. INTRODUCTION

HE fifth generation (5G) of wireless communication sys-
tems emerged to meet several requirements raised from
the advent of sophisticated applications such as: Vehicle to
Everything (V2X); Internet of Things (IoT) and industrial au-
tomation control. These applications generate a large amount
of data. In this context, the use of Machine Learning (ML)
algorithms, a branch of Artificial Intelligence (AI), yields to
make appropriate predictions based on learning and pattern
recognition from the data provided by the 5G network. In
fact, such ML algorithms can learn from experience through
interaction with the environment.
The International Telecommunication Union (ITU) has es-
tablished characteristics for three types of services of 5G
networks [1]:
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1) Ultra-Reliable and Low Latency Communications
(URLLC), or in other words, communication with an
imperceptible delay and a high Probability of Successful
Packet Transmission (PSPT), such as that required, for
example, for the successful execution of remote surgery;

2) enhanced Mobile Broadband (eMBB), applications that
require a high transmission rate for adequate perfor-
mance, for example, cloud gaming with virtual and
augmented reality;

3) massive Machine Type Communications (mMTC), that
is, a large number of connected devices as in smart cities,
where sensors are placed everywhere to collect data.

These demands for the different types of services imply
significant changes in the architecture and infrastructure of
telecommunication networks and to accomplish these changes,
Network Slicing (NS) is considered a 5G candidate tech-
nology to meet these diverse requirements [2]. Managing
multiple network elements is a complex problem to solve
using traditional methods. Therefore, Reinforcement Learning
(RL) based algorithms in conjunction with the NS paradigm
have been a promising solution for next-generation wireless
networks as pointed out in [3], [4] and [5]. However, resource
allocation using NS is a highly complicated problem that ex-
isting traditional approaches cannot effectively and efficiently
solve due to the following characteristics [6]:

o Problem of optimization through precise mathematical
models: with the increasing complexity, scale, and diver-
sity of network services, the constraints of the physical
environment and the service requirements have become
complex (e.g., latency, Service Level Agreement (SLA),
and security), consequently increasing the difficulty of
obtaining a closed-form mathematical expression for ra-
dio resource allocation in modern wireless networks.

o Traditional approaches do not adapt to episodic uncer-
tainty: they are exhibited as hidden structures in networks
due to the lack of knowledge and subsequent ability to
explore and learn from the environment.

In this context, Deep Reinforcement Learning (DRL) al-
gorithms comprising a branch of Al that uses Deep Neural
Networks (DNNs) have become attractive for exploring and
learning from the environment without assuming knowledge
of models. The idea of integrating DRL with NS in future
wireless network designs has recently emerged and has been
a promising solution for next-generation wireless networks [3],
[4] and [5].
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In this paper, we propose an approach based on Double
Deep Q-Network (DDQN) Reinforcement Learning algorithm
to solve the resource allocation problem in wireless networks
considering NS. More specifically, we propose a joint power
and Scheduling Block (SB) allocation approach considering
the scenario with two slices, one for eMBB services and the
other for URLLC services. The proposed approach is based on
a heuristic algorithm that uses reservation and resource sharing
to meet the Quality of Service (QoS) criteria in each slice. In
order to apply and to evaluate the performance of the proposed
approach, a communication scenario is considered in the
computer simulations that consists of two network slices, i.e.
eMBB and URLLC, where a reward function corresponding
to the reinforcement learning algorithm was established for
each slice and real data traffic from 5G networks are used. In
the proposed approach, it is also assumed that the relation
between the PSPT and the signal transmission power for
each Channel Quality Indicator (CQI) can be represented by
sigmoidal curves for each CQI, so nonlinear curve fitting is
performed using an iterative method based on the Levenberg-
Marquardt (LM), a nonlinear least-squares method that can
estimate the parameters of a sigmoidal function.

The main contributions of this paper are summarized as
follows:

e Proposal of using sigmoidal functions to represent the
PSPT in terms of the Base Station (BS) power allocated to
the User Equipments (UEs) for different CQIs according
with the latest standard of the Third Generation Partner-
ship Project (3GPP) [7].

o Formulation of the NS-based resource allocation prob-
lem considering real data traffic from 5G networks and
assignment of Adaptive Modulation and Coding (AMC)
schemes.

o Proposal of reward functions for the eMBB and URLLC
slices, for which the learning process of each agent occurs
without prior knowledge of the system statistics.

o Proposal of an approach to allocate power and SBs
via DDQN based Reinforcement Learning strategy to
solve the resource allocation problem in wireless net-
works considering NS, namely Network Slicing based
on Reinforcement Learning (NSRL) algorithm, capable
of supporting the dynamism and elasticity of end-to-end
communications.

The remainder of this paper is structured as follows: section
IT reports the main works related to this paper; section III
presents the model for the considered wireless communication
system; section IV describes the method used to calculate
the values of the parameters of sigmoidal utility functions
that represent the PSPT as a function of signal transmission
power; section V formulates the resource allocation problem
considering a scenario with two slices, eMBB and URLLC,
where each slice has its reward function. More specifically, in
this section, we propose an algorithm for joint power and SBs
allocation using reinforcement learning; section VI describes
the main concepts of network slicing and its main advantages
for modern wireless networks. In this same section, we present
an algorithm, namely NSRL that combines the proposed rein-

forcement learning based resource allocation with an approach
based on reservation and sharing of resources among the slices
where each RL agent acts in one slice; section VII discusses
the results obtained for each agent operating in each slice
and evaluates the QoS parameters obtained for the wireless
communication system. Finally, section VIII summarizes the
obtained conclusions.

II. RELATED WORK

Taking into account the challenges related to resource allo-
cation in modern wireless networks, such as those involving
5G and beyond 5G (B5G), in the last decade many research
projects have been developed that achieved promising results.
In [8], the authors study the radio resource allocation problem
involving energy efficiency optimization with specific QoS
requirements for multiservice scenarios. In the present paper,
we go further by using reinforcement learning to perform
resource allocation in a network slicing scenario.

In [3], the authors deal with the problem in the resource
allocation for network slicing scenarios using an approach
based on the Markovian Decision Process (MDP) and DRL.
The system model uses synthetic and real 4G workload data
and the resources that are intended to be allocated are band-
width and Virtual Machines (VM). However, these authors do
not consider power allocation to UEs, a factor that directly
influences the quality of the communication channel. In [4],
the authors propose a new method for resource allocation for
NS that integrates DRL and the Alternating Direction Method
of Multipliers (ADMM). Likewise in [3], the authors in [4]
also do not take into account the problem of efficient power
allocation to UEs.

In [1], the transmission is in the uplink direction and the
optimization problem is formulated as an MDP with infinite
horizon and average reward. Based on the equivalent Bellman
equation, the optimal power policy suffers from the problem
widely known as the curse of dimensionality. Due to the high
dimensionality of the state space. To solve this problem, the
approximate dynamic programming method is used to simplify
the optimization problem. In [9], the authors investigated
the problem of maximizing the system throughput subject to
user satisfaction ratio constraints in a multiservice scenario
and proposed a new decentralized radio resource allocation
mechanism employing multi-agent deep reinforcement learn-
ing. However, approaches where learning-based techniques are
jointly responsible for power and bandwidth allocation are not
analyzed.

In [10], the authors propose Deep Q-Learning (DQL) based
resource allocation strategies in Industrial Wireless Nodes
(IWNs) using URLLC services. The dynamic resource allo-
cation of IWN are discussed based on the interference level,
reliability, latency, and data rate. Variability is experienced
in the individual IWN in terms of resource allocation due to
rewards being dependent on actions of other IWNs. The impact
of parameters intrinsic to DQL shows that this variability is
controlled for lower values of learning rate and discount factor.
Nevertheless, the authors did not consider an environment with
eMBB services in [10].
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In [5], the authors propose a network slicing scenario
where each slice uses an intelligent agent that competes
for limited radio resources and takes actions autonomously
using Q-Learning as the algorithm for resource allocation.
This approach intends to jointly optimize the performance of
URLLC and eMBB services. In this paper, we also address
URLLC and eMBB service performances, but exploring a
DRL technique for resource allocation between slices.

In [11], the authors formulate the resource allocation prob-
lem as a Constrained Markov Decision Process and solve
it using constrained reinforcement learning and assume user
traffic patterns and mobility are unknown to the slicing algo-
rithms, the algorithm explores and learns from the network
without knowing those prior knowledge. This is one of the
reasons why learning-based approaches, which incorporate
exploration, perform better than the traditional methods based
only on observed states. However, the work presented in
[11] also does not consider reliability requirement of packet
transmission in URLLC services.

The coexistence of URLLC and eMBB services using the
same radio resource leads to a challenging resource allocation
problem that is not easy to solve due to the trade-off between
latency, reliability, and spectral efficiency. The main objective
of this paper is to solve in a flexible and efficient way, the
radio resource allocation problem, improving the desired QoS
parameters for URLLC and eMBB services. To achieve this
goal, we propose to use sigmoidal function modeling for each
CQI standardized by 3GPP to perform power allocation among
UE:s in the same slice and we also propose a hybrid algorithm
that uses RL agents for joint allocation of power and SB in
each slice.

III. SYSTEM MODEL

The proposed wireless communication system model is in
the downlink direction and consists of a Small Cell with a
BS in its center. We considered a scenario with two slices,
each one of them with respect to the eMBB and URLLC use
cases, as shown in Fig. 1. The resource allocation is performed
at each Transmission Time Interval (TTI) and the position of
each UE in the cell varies along the time, resulting in variable
CQIs. Moreover, it is assumed that the initial distribution of
UEs in each slice and the mode in which they move in the
coverage area follow uniform probability distributions.

In time domain, the duration of the downlink frame of the
Orthogonal Frequency Division Multiplexing (OFDM) signal
is 10 ms. These frames are divided into 10 sub-frames, each
one of them representing a TTI of 1 ms.

The bandwidth B is divided into S sub-bands indexed by f =
{1, 2, ..., S} and the time domain is divided into time intervals
indexed by t = {1, 2, ..., O} with a duration of 0.5 ms. A
Resource Block (RB) is the minimum resource assignment,
which consists of 7 OFDM symbols in case of normal Cyclic
Prefix (CP), while 6 OFDM symbols in case of extended CP
over a time interval of 0.5 ms, and 12 consecutive subcarriers
(for a bandwidth of 180 kHz) [12]. Our implementation of
5G system takes into account the 4G LTE infrastructure in a
non-standalone (NSA) mode, in such system, RBs are always
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Fig. 1. Mobile Communication System Model.

scheduled in pairs, thus called Scheduling Block (SB), with a
duration of 1 ms as shown in Fig. 2.
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Fig. 2. Radio resources in time and frequency domains

A. Channel Quality Indicator (CQI)

The CQI is the feedback that the UE sends to BS to indicate
the data rate that can be supported by the downlink channel, it
is calculated at BS based on the estimated channel parameters
and Signal-to-Noise Ratio (SNR). It is reported via Media
Access Control (MAC) layer signaling in a transmission over
Physical Sidelink Shared Channel (PSSCH) for this purpose
[13]. The BS selects an appropriate modulation and coding
scheme based on the CQI values as shown in Table I.

Release 12, known as LTE-Broadcast (LTE-B), was the
first release to support high-order modulation schemes up to
256-QAM (QAM-Quadrature Amplitude Modulation) [7]. In
this work, all simulations are carried out using Table I, that
considers modulation schemes up to 256-QAM. High-order
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TABLE I
CHANNEL QUALITY INDICATOR (CQI) [7]

Index Modulation Code Rate  Efficiency  Threshold SNR
1 QPSK 0.07 0.15 -6.92
2 QPSK 0.18 0.38 -5.01
3 QPSK 0.43 0.87 -3.09
4 16-QAM 0.36 1.47 1.18
5 16-QAM 0.47 1.91 0.73
6 16-QAM 0.60 2.40 2.64
7 64-QAM 0.45 2.73 4.56
8 64-QAM 0.55 3.32 6.47
9 64-QAM 0.65 3.90 8.39
10 64-QAM 0.70 4.52 10.30
11 64-QAM 0.85 5.11 12.21
12 256-QAM 0.69 5.55 14.13
13 256-QAM 0.77 6.22 16.04
14 256-QAM 0.86 6.90 17.96
15 256-QAM 0.92 7.40 19.87

modulation schemes require higher SNR so that they can
guarantee a minimum PSPT [14].

Table I also shows the threshold SNR values for each CQI
considering a linear function (1) proposed in [15], used to map
SNR to the CQI using Exponential Effective SNR Mapping
(EESM). The SNRs obtained by Equation (1) below are in
(dB) and are considered to provide the threshold values for
finding the ranges of each CQL

CQI =052 x SNR + 4.61. (1)

B. Signal Transmission Power and SNR

In this work, we consider the scenario of the communication
system in [16] that relates the transmission power as a function
of the SNR values according to Eq. (2). Similar approaches
are made in [17] and [14].

N;Gip; _ Nipi
GOl (pi) —pil + 1 O(Pos —pi) + A

where the parameters of this system are:

SNR(p;) =

)

o p; is the power allocated to the i-th UE;

o G is the path gain from a BS to a UE;

e N, is a constant (e.g., processing gain);

e I; is the background noise and inter cell interference to

the i-th UE;

o A; is the “goodness” of the transmission environment of

the i-th UE, which is defined as A; = CI;—

o 0 is the orthogonality factor;

e Py, is the total BS power.

Similarly as performed in [16], the parameters were set as:
P =10W, 0 =1, N; =16 and A; = 0.7407. A packet size
of 1024 bytes with channel coding was considered, the packet
size is based on the IEC-61850 standard for energy distribution
of medium and high voltage [18].

IV. SIGMOIDAL FUNCTION FOR PSPT

We assume that the Probability of Successful Packet Trans-
mission (PSPT) in a wireless network can be represented by
a sigmoidal function of its power allocation. Fig. 3 shows an

example of a collection of sigmoidal functions that indicate
the PSPT distribution in function of the transmission power.
The curves were plotted for several CQI values, according to
Table L.

95% cali

09 cal2

| cals

0.8 cala
) cQls

0.7}

g calé
S06f caiz
2 cals
[e]

05 calg |
£ calto
S04t cQl 11| 4
e cal12
a 03f cQl 13 | A

cal 14

0.2 cal 5|

0.1

N ‘ ‘
0 2 8 10 12

4 6
Transmission power (W)
Fig. 3. Probability of successful packet transmission

Once the bit error probability equation depends on a numer-
ical integral, in this work, the PSPT is modeled by a sigmoidal
utility function with a normalization rule, represented by (3).
In a similar manner to the works presented in [14], [16] and
[19], in this approach, the utility function is related to the QoS
of a user and can be used to control efficiency and fairness in
resource allocation.

1 1 1
Uj(p) = <1 + e%i-bj > (1 +e—a(p=b;) 14 ea;-b; ) 3)

We make the following assumptions: U;(0) = 0 and U;(c0)

(25 1. The Levenberg-Marquardt (LM) algorithm is used in

this work to estimate the parameter values of the sigmoidal
function (3) fitting to the real curves via minimization of the
Mean Squared Error (MSE) for each CQI j given by Eq. (4).

MSE; = L% (Rj(pn,m))?, )

where m = [a;, b;], k is the number of points and R;(p, m)
is the vector of residues, that is, the difference between the
expected value and the estimated by Eq. (5).

where F;(py) is the PSPT as a function of allocation power.
The goal of applying the LM method is to obtain the values
of a; and b; that minimize the MSE given by Eq. (4) for each
CQI j. The LM method is summarized in (6) and (7) [20].

(JE(m) i (m) + g x 11)6), = —J¢ (m)R;(px,m),  (6)
m=m-+0d, (7)

R;(pr,m) =

where Jj is the Jacobian matrix of U; applied on m, I1
is the identity matrix, dy is the displacement vector and
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is the damping parameter, the strategy for updating of puy is
described in [21].

Fig. 4 shows the comparison of the parameterized curves
with the real curves. The values obtained via the LM algorithm
for the parameters of the 15 utility functions are shown in
Table II. At certain points, convergence occurs faster. But in
general, a low MSE in the order of 10~ was obtained, as
shown in Table II.
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Fig. 4. PSPT parameterized by the utility function using the Levenberg-
Marquardt algorithm.

TABLE I
VALUES FOR THE A AND B PARAMETERS OF THE UTILITY FUNCTIONS FOR
EACH CQI.

CQI a b MSE
1 057 279 3.46x10~1
2 095 143 528x10~%
3 175 068 522x10~4
4 262 084 1.38x10°3
5 332 066 1.17x1073
6 411 053  1.00x103
7 475 055 1.43x1073
8 573 045 1.24x1073
9 671 039 1.10x10~3
10 777 034 1.00x1073
11 879 030 9.18x10%
12 977 029 1.04x1073
13 1097 026 9.66x10~%
14 1222 023 9.01x10~%
15 1313 022 8.62x10~%

V. RESOURCE ALLOCATION BASED ON REINFORCEMENT
LEARNING

In this section, we propose the application of reinforcement
learning to solve the resource allocation problem in wireless
networks considering network slicing concept. In this rein-
forcement learning approach, it is considered that the system
states are represented by the number of packets that are waiting
for transmission in the buffer ¢(t), and the action given by
the tuple: SB and PSPT U(.). The U(.) function relates the
PSPT to the power allocated to the UEs, while the SBs are
related to the bandwidth that is allocated to the UEs. We
also propose two reward functions, one for each network

slice, whose objectives are: slice URLLC maximizes the PSPT
U(.) and minimizes the average delay @, where A is the
parameter of the Poisson distribution; slice eMBB maximizes
the throughput given by: max (0, d(t) — ¢(t)), where d(¢) is
the channel capacity and ¢(t) is the amount of packets queued
to be transmitted.

In this work, the main elements for applying RL to the

resource allocation problem are described as follows:

System state: the number of packets waiting to be trans-
mitted in the ¢-th subframe is taken as the system state s(t),
i.e. the packets that are in the buffer:

s(t) = {q()}. ®)

An R-sized buffer stores a maximum of R packets for all
UEs. The system states are obtained while taking into account
(R + 1) possible states, including zero. Hence, the buffer
state changes with the arrival or departure of packets at each
subframe.

Control policy: the control action is the joint power (given
by the PSPT U(.) function) and SBs allocation to the UEs
according to the queue size. Therefore, the control action on
the ¢t-th subframe is given by the tuple:

a(t) =< U(p),sb >, ©)

where sb is the amount of scheduling blocks in each slice,
and can assume discrete values in the range 1 to 100 for a
bandwidth of 20 MHz. For the scheduling of sb between UEs
of the same slice the Round-Robin (RR) algorithm was used

The RR algorithm consists of assigning the resources in
equal parts in a circular order, handling the whole process
without priorities. Therefore, this scheduler tends to perform
a homogeneous distribution of the available resources and it is
characterized by presenting a good fairness index among the
UEs.

For power allocation the function U(p) was used, so the
power allocation for each UE can be written as:

argmax U;(p;) Vi=1,2,...,2Z, (10)
pi
where Z is the total number of UEs and U;(p;) is discretized

to two decimal digits € (0.0, 0.99).

State transition: given the system state, CQIs, and the
control action of the t-th subframe, the state transition is
represented by the dynamic queuing equation given by:

q(t+1) = maz{0,q(t) — d(t)} + c(t), (11)

where ¢(t+1) is the new state of the system, ¢(t) is the number
of packets arriving in the ¢-th subframe. It is assumed that
c(t) follows the Poisson distribution with parameter A. Thus,
there are on average \ packets in a subframe. Packets of 5G
network real data traffic collected from a large Irish mobile
operator described in [22] are used. This dataset corresponds
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to video streaming application in a mobile network. d(t) is
the channel capacity and represents the quantity of packets
that are transmitted in the ¢-th subframe and is given by:

d(t) _ (Ezl n; X l(SNR(pZ))>’ (12)

B

where n; is the amount of the Scheduling Block (SB) that are
allocated to the i-th UE. B is the amount of bits in a packet.
As in [12], the bit-rate for each SB can be rewritten as:

¢i(SNR(p;)) =L x 0 x SE(SNR(p;)), (13)

where L is the bandwidth for each SB, o is the transmission
time interval of each SB, and SE(.) is the spectral efficiency
of the selected CQI using Adaptive Modulation and Coding
(AMC), according to Table L.

Reward function: According to Little’s Law the average
packet delay is given by [23]:

Q _ . 1 glt
where () is the average number of packets waiting to be
transmitted. In this paper we consider the scenario where we
have two slices with the URLLC and eMBB services, for the
allocation of resources between the slices we propose to use
one agent in each slice for that it learns based on a reward
function. Therefore, in URLLC slice the following reward
function is proposed:

Z

T‘(t) = Z Ul(pl) —a X W,

=1

5)

where « is the weight on the transmission average delay. Gen-
erally in reinforcement learning algorithms, the main objective
is to maximize the reward function. Since the average delay
has a negative value in the equation its value is forced down
by a weight and the PSPT is maximized, according to the QoS
of URLLC services.

For the eMBB slice, the main objective is to maximize
throughput. Therefore, the queue size is penalized so that the
channel capacity provides a higher throughput of packets that
are in the buffer. Hence, the proposed reward function is given
by:

r(t) = d(t) = B x q(t),

where [ is the weight on the amount of packets that are in
the buffer.

(16)

A. Value-Based Reinforcement Learning Algorithms

Value-based algorithms are used to estimate the agent’s
value function. This value function is then used to implicitly
and greedily obtain an optimal policy. There are two types of

value-based function: the value function V™ (s) and the state-
action function Q(s(t),a(t)). Both represent the expected
cumulative discontinuous reward received when taking an
action a(t) in state s(¢) for the value function or the pair
(s(t), a(t)) for the state-action function). These functions
are very important since they represent the link between the
mathematical formulation of the MDP and Reinforcement
Learning. In MDP, given an action, we have the action-value
function, which depends on both the state and the action just
taken. The MDP based agent provides an expected return
under a state and an action. If the agent acts according to
a policy 7, we denote it as Q™ (s(t), a(t)). The main aim of
MDP is to obtain the optimal policy 7* (i.e., map the states
to optimize the actions for maximizing the expected return),
which is given by [24]:

T
7" = arg rg(zg(E[Z yri(s(t), m(s(t)))], 17
t=1
7w (s) = arg max Q™ (s(t), a(t)). (18)

In RL, Q-Learning is the most widely used algorithm
to approach MDPs [24]. It obtains optimal values of the
Q-function by iteratively updating rule using the Bellman
equation

Qir1(s,a) = Qus,a) + wlry(s(t),a(t)) +
7ﬁﬁﬁQdﬁﬁ+Uﬂ)—quma»

(19)

where w is the learning rate, 7y is the discount factor € (0,1)
and r.(s(t),a(t)) is the reward of taking action a(t) in state

s(t).

B. Double Deep Q-Network (DDQN)

The Q-Learning algorithm is based on building a table for
the values of the Q function. Due to this reason, when the
state space and the action space become large as in the cases
commonly encountered in the resource management problems
of modern wireless systems to obtain the optimal policy could
be extremely time consuming.

In order to solve this problem, Deep Q-Network (DQN),
which inherits the advantages of the Q-Learning and Deep
Learning (DL) techniques are commonly used. The main idea
is to replace the table of Q-Learning algorithms with a DNN
that approximates the Q-values.

The DNN is also called a universal approximation function
and is denoted by Q(s(t),a(t)|®), where O represents the
parameters or weights of the DNN. To increase the stability
of the DQN, another neural network is used, called the target
Q network, whose weights O will be periodically updated to
follow those of the main Q neural network [24].

The DQN algorithm is iteratively optimized by updating the
© weights of its DNN to minimize the following Bellman loss
function:

L(©4) = Eywy.a(t)rv.s4n) [ (s(t), a(t)) +
7 max Q(s(t+ 1), a(t +1)6') = Q(s(1), a() )],

(20)
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where ©' are the weights of the target Q network.

The DQN algorithm tends to overestimate Q-values, which
can degrade the training process and lead to sub optimal
policies. The overestimation results from the positive bias
caused by the maximal operation employed in the Bellman
equation. Specifically, the root cause is that the same training
transitions are used in the selection and evaluation of an action
[24]. As a solution to this problem, we propose to use the
Double DQN (DDQN) technique, where two functions are
employed for the Q-value, one to select the best action and
the other to evaluate the best action. The action selection is
still based on the © weights, while the second e weights
are used to evaluate the value of this policy as shown in Fig.
5. Therefore, as in conventional Q-Learning, the value of the
policy is still estimated based on the current Q-value. The
parameters of weights O are updated by © [24].

The DDQN Algorithm uses the following modified Bellman
loss function to update its weights:

L(©t) = Eqty.a(t).re.st+ ) [1e(s(t), a(t)) +vQ(s(t + 1), (21)
arg max Q(s(t+1),a(t+1)|0),0") —

a(t+1)
Q(s(t), a(t)|©)]*.

The DDQN architecture approaches three key techniques to
improve convergence in learning [25]:

« Experience replay: Experience samples generated by the
agents are stored in an experience replay buffer, and then
a mini-batch is randomly sampled from the buffer to train
the neural network. This strategy breaks the correlation
between the training samples.

o Target Q-network: As shown in Fig. 5, the main network
is trained using the loss function from Eq. (21), while a
target network is run to generate experience samples for
training purposes. The main Q-network and the target Q-
network have the same architecture but with two different
sets of weights: © and e, respectively. The weights of
the target network are updated periodically every 7 step
with the same weights as the main network.

o Decoupling in action selection and evaluation: The target
Q-network is used to generate the Q-values that will be
used to calculate the loss during training, while the main
Q-network is used to select which is the best action to
take to the next state. By decoupling action selection
from evaluation, the risk of overestimating Q-values can
be greatly reduced. In other words, in case the main Q-
network overestimates the action, the target Q-network
would generate an appropriate value.

Algorithm 1 illustrates the training process in more detail.

VI. NETWORK SLICING WITH REINFORCEMENT
LEARNING

Network Slicing is an innovation in the 5G network archi-
tecture that plays an important role for the next generations,
such as those B5G and sixth generation (6G). It allows
multiple virtual networks to coexist independently and isolated
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Fig. 5. Double DQN architecture

Algorithm 1: DDQN Training Process

1 probability of choosing an action € = 0.1;

2 Initialize the weights of the main Q-network © =
random;

3 Initialize the target Q-network weights © = ©;

4 for t from 1 to t,,q. do

5 if mod(t,7) == 0 then
6 Updates the weights of the target network e =
6;

7 end

8 Exploration condition based on greedy policy;

9 if rand(0,1) < ¢ then

10 ‘ Sample a random action a(t);

11 else

12 ‘ a(t) = arg m(zg(Q(s(t), a(t)|0);

13 end

14 Apply a(t) to the environment and observe r(t) and
s(t+1);

15 Add recent experience <s(t),a(t),r(t),s(t+1)> in the
replay buffer;

16 Sample a mini-batch from the replay buffer;

17 Updates © according to the loss function Eq.(21);

18 end

in the same physical network infrastructure. Software De-
fined Networking (SDN) and Network Functions Virtualization
(NFV) are key technologies for implementing NS and accom-
modating new services with very different requirements on the
same infrastructure. The slices are established through a set of
logic controllers and resources provided by the SDN controller.
In addition, with SDN, NS allows any telecommunication
company to share the resources of its network infrastructure
with different operators, groups of User Equipments (UEs), or
demand profiles.
Some important advantages of the NS concept are [1]:

« guarantee of a SLA for each type of service;
« provision of differentiated services; that is, NS increases
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the adaptability and flexibility of the network manage-
ment since the slices can be created and modified as
required;

o provide support to multi-users based on the use of the
same physical infrastructure by several Mobile Network
Operators (MNOs).

The main factors resulting in the rapid adoption of net-
work virtualization are low cost in resource sharing and high
network utilization [26]. For 5G and BS5G, the virtualized
networks should become more common in practice in order
to optimize infrastructure utilization. In this context, future
virtualized networks demand new management mechanisms
that provide efficiency in resource allocation.

In [27], the authors proposed an solution for slice-based
resource allocation that firstly schedules a portion of the re-
sources using a reservation-based approach and then allocates
the remaining resources using a sharing-based approach. In
this paper, we propose a solution to the resource allocation
problem that combines the advantages of both mentioned
approaches. For such a purpose, we propose the Algorithm
2 (NSRL - Network Slicing based on Reinforcement Learn-
ing), a joint approach of resource reservation and sharing
strategies. The proposed NSRL algorithm uses the RL agents
to learn to allocate power and SBs efficiently according to
the reinforcement learning algorithms described in section V.
More specifically, to provide the high-reliability requirement
of URLLC services it is necessary to make an efficient control
of the power allocated by the BS. In the same way, to provide
high throughput for eMBB services, it is necessary to make
efficient control of the SB that are allocated as a consequence,
the bandwidth allocated by the BS.

Algorithm 2 is a heuristic that aims to use the reservation-
based approach and RL agents to learn through reward func-
tions to efficiently allocate power and SBs in each slice. The
agents compete for the limited network resources in order
to enhance the desired QoS parameters of the URLLC and
eMBB service. Let Q; = {1,2,..., K} and Qy = {1,2,...,H}
be the UEs associated with the eMBB and URLLC services
respectively. We propose the following strategies to be applied
to the NSRL Algorithm 2:

« It is desirable that the network slice related to the URLLC
service enhances the desired QoS parameters (i.e. latency
and reliability) or at least provides adequate values to
the UEs. To this aim, a fraction of the total base station
power P, is reserved to this slice and referred in the
algorithm as P,.;;.. The percentage of the reservation
is defined by the variable percent. In case the reserved
power has not been fully allocated by the RL agent, this
remaining power is made available to the eMBB UEs
using the sharing-based approach;

o Similarly, to provide high throughput value for the eMBB
services, it is necessary to effectively control the band-
width allocated by the BS. The scheduling blocks (SBs)
reserved for the eMBB UEs are represented by the
variable sben,pp and the remaining unallocated SBs by
the RL agent are made available to the URLLC UEs.

The proposed NSRL algorithm is based on the integration

of a heuristic with reinforcement learning agents. Although
we propose to use DDQN, different RL agents such as that
based on Q-Learning can be used in the NSRL. The scenario
considered in this work consists of two agents acting in each
slice (URLLC and eMBB) simultaneously, where each slice
possesses a corresponding reward function. Equations (15) and
(16), that represent r(t) in Algorithm 1, are integrated into the
reinforcement learning agent training process for driving the
actions taken by the agent in a state for URLLC and eMBB
slice, respectively.

In this paper, we compare the performance of the NSRL
algorithm with two DDQN agents in each slice (URLLC and
eMBB) simultaneously with two Q-Learning agents acting
on both slices. However, the Q-Learning agent has limita-
tions when applied to radio resource management in mod-
ern wireless networks. Q-Learning is applicable in problems
with low dimensionality of both the state space and actions,
which makes it unscalable. Moreover, it is applicable only
with discrete state space, unlike DDQN which uses a neural
network that does not depend on discrete state space. In
this work, a buffer with size of four packets was used to
be able to quantize the state space. The action space was
discretized into a combination of 100 values for reliability
(probability of successful packet transmission) and 100 values
for SB. Thus, considering the empty state of the buffer, the
state and action space for each slice for Q-Learning algorithm
will be 100 x 100 x 5 = 50000. In this work, we assume a
scenario with two slices. Therefore, the number of possible
combinations for resource allocation between the two slices
will be 10000 x 10000 = 108.

Given the limited bandwidth and transmission power re-
sources of the BS, each agent acting in a slice will compete
for resources to optimize its own goal, which can lead to a
conflict. The agent in each slice chooses the action that has the
highest Q value for a given state s while respecting the limited
resource available. Thus, according to line 10 of Algorithm
2 the agent chooses the action considering the constraints
represented by Eqgs. (23), (24) and (25) in the slice URLLC.

arg m(a§< Q(s(t),a(t)]|©) (22)
a(t
Subject o Uypue < Ulurllch), Vi € Qq (23)
H .
Y urlle) < Pos = Pentp, (24
=1
Sbu'r'llc < Sbbs - Sbembb- (25)

In the eMBB slice, according to line 18 of Algorithm
2 the agent chooses the action considering the constraints
represented by Eqgs. (27), (28) and (29).

arg IZI(ES( Q(s(t),a(t)|©) (26)
Subject o Ueep < U(embbl),Vie Q1 (27)
i embb;, < Pys — Puriic, (28)

ot < o — bt 29)
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After defining the resources in each slice represented by the
tuple (U(.), sb), allocation of resources can be carried out. For
power allocation the sigmoidal modeling described in section
IV is used. Moreover, the power allocated to the UE ¢ in slice
eMBB is represented by the variable embbﬁ,. Similarly, the
power allocated to the UE i in slice URLLC is represented by
urllcé. For allocation of SBs, the widely known Round-Robin
algorithm is used for making a homogeneous allocation of the
resources. In terms of notation, the SBs allocated to the UE
i in the eMBB slice is represented by the variable embb’,.
Similarly, the SBs allocated to the UE ¢ in the URLLC slice
is represented by urllct,.

Algorithm 2: NSRL

Input: percent, Py, sbys.

Initialize:

Resource reservation in each slice;

Puriic = percent X Pyg;

Pembb = Pbs - Purllc;

Sbempy = percent X sbyg;

8buritc = Sbys — Sbempbs

s = Real data traffic in [22];

repeat

The agent takes action using Eq. (22);

for ¢ from 1 to H do

Allocate power to the UE URLLC;

arg max (U(urllc))) = Unrie;
urllc'z‘)

e NN R W N -

—
W N =D

Calculate the SNR! .
in (2);

Calculate the bit-rate for each SB for each UE
URLLC using AMC in (13);

16 urllct, = Allocate the sby,. for the UE

URLLC using the Round-Robin algorithm;

p—
-

using the power P!

-
wm

17 end
18 The agent takes action using Eq. (26);
19 for ¢ from 1 to K do

20 Allocate power to the UE eMBB;

21 arg max (U(embb)) = Uempp;

2 Calculate the SNR!,_,, using the power P! .
in (2);

23 Calculate the bit-rate for each SB for each UE
eMBB using AMC in (13);

24 embb’, = Allocate the sbepp for the UE
eMBB using the Round-Robin algorithm;

25 end

26 Poyrm, = sum(urllcy);

27 Sbsum = sum(embbgp);

28 Pempy = Pos — Psums

29 8byriic = 8bps — Sbsums;

30 s = Calculate the new state using Eq. (11);

31 until Simulation Time;

VII. RESULTS

In this work, simulations were carried out using the fol-
lowing software and hardware configurations: Matlab software

version R2021, Intel Core i5-1035G1 processor 1.00 GHz; 8
GB of RAM without a dedicated video card. The DDQN neu-
ral network was implemented with 4 fully connected hidden
layers with 64 neurons and Leaky ReLU activation function.
The hyperparameters were configured with a learning rate of
0.1 (w), random action choice chance (¢) of 0.1, discount factor
() of 0.9, period for updating target Q-network weights (7)
every 50 steps, mini-batch size of 256 and the replay buffer
size of 10000. For the Q-Learning algorithm, the same values
were used for the w, € and v hyperparameters. The rest of the
full set of parameters for the simulations is given in Table III.

TABLE III
SIMULATION PARAMETERS

Parameters Values
BS power (Pps) 10 W
Maximum buffer size (R) 4 packets
Small cell radius 300 m
TTI 1 ms
Mobility model UEs are uniformly
distributed in a small
cell in each TTI
Number of OFDM symbols per TTI 7
Number of sub-carriers per SB 12
Each sub-carrier length 15 KHz
Each SB bandwidth 180 KHz
Bandwidth 20 MHz
SBs per TTI 100
Arrival and departure of UEs in each slice ~ Uniform distribution
Weight on average delay («) 50
Weight on the buffer size (5) 10
5G real data traffic [22]
Package arrival rate (\) Possoin  distribution
with rate 3
Number of bits in a packet (B) 8192
Training iterations 10000

The simulation time is 10000 TTI and the scenario consists
of arrival and departure of UEs in each network slice and
their mobility over the coverage area occurs randomly using
a uniform distribution each 1000 TTI, i.e., it is assumed that
there is no change in the scenario for each slice during 1000
TTI, for the total simulation time 10 changes are made. When
considering a simulation time of 10000 TTI and number of
rounds greater than 10, there was no significant change in the
results obtained with the considered algorithms.

The average number of packets of real 5G data traffic
arriving at each TTI is computed and used in the simulations
as the parameter \ of the Poisson distribution. The data traffic
used in the URLLC and eMBB slices is available in [22]. This
dataset is based on the Netflix video stream with the driving
mobility standard collected from the 5G mobile network. In
our simulations, we also assume a finite buffer traffic model.
With this model, the number of UEs in the cell varies with
time. In this work, we limit the arrival and departure rate
of UEs to 10, because there are temporary periods when an
accumulation of UEs with poor channel quality occurs. Due
to its simplicity, this type of traffic model has been widely
adopted in OFDM-based simulations [28].

Figs. 6, 7, 8, 9, 10 and 11 show the performance of the
NSRL algorithm in allocating resources to each agent (Q-
Learning and DDQN) in each slice (¢eMBB and URLLC). A
comparison is also performed with other algorithms in the
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literature such as the Distributed Algorithm (DA) proposed in
[14], an algorithm based on the proportional fairness technique
that has as main objective to allocate more resource to the UEs
with worse channel quality, and the Equal Sharing (ES) power
algorithm described in [12], which allocates the same power
to all UEs. That is, it consists of a simple share of the BS
power. All the power allocation algorithms considered in this
work are combined with the Round-Robin (RR) algorithm for
SBs allocation.

In the simulations, 50% of the power resources and SBs
in each slice are reserved when considering the DA and ES
algorithms. That is, in this case, a power value equal to 5 W
and 50 SBs are reserved for each slice. For the proposed NSRL
algorithm, the methodology used consists in performing a
minimum resource reservation, and if all the reserved resource
is not used, share it with the other slice. Due to the direct
relation of the PSPT with the signal transmission power, we
consider a reservation of 75% of the BS power for the URLLC
slice and a minimum reservation of 25% of the power for the
eMBB slice. Similarly, 75% of the SBs were reserved for the
eMBB slice to achieve a high throughput value and a minimum
reservation of 25% of the SBs for the URLLC slice to provide
the delay requirements. These resource reservation percentage
values were obtained after performing several simulations in
an exhaustive way.

In general, in the URLLC slice more BS power is consumed
due to the need to maximize the PSPT. The presence of PSPT
in the reward function of the URLLC slice makes the RL
agents that act in the URLLC slice choose the best actions
that provide a PSPT higher than 90% for the UEs, generating
an almost constant PSPT curve when analyzed against the UEs
arrival and departure rate, as shown in Fig. 6. It can be
observed that the ES and DA algorithms do not effectuate an
efficient power control between slices. Fig. 6 shows that they
tend to decrease the PSPT values as the UEs rate increases. It
can also be noticed that the agents acting in the eMBB slice do
not provide good PSPT values due to the low power allocated
to the UEs.
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Fig. 6. Average PSPT in each slice

Since the agents in the URLLC slice allocate power to

devices in order to attain better spectral efficiency using AMC
scheme, consequently, high throughput of the SBs is provided
for latency reduction. Fig. 7 shows that the NSRL algorithm
with the DDQN agent in the URLLC slice presents the low-
est average packet transmission delay among the considered
algorithms even with the increase of the number of UEs.

1.4 T T
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DA URLLC
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Average delay of packets in queue (s)

UEs arrival and departure rate

Fig. 7. Average packet transmission delay in each slice

With the increasing rate of UEs, the arrival of packets
beyond the buffer capacity increases, generating packet loss.
From Fig. 8, we observe a higher packet loss in the eMBB
slice compared to the URLLC slice, as it does not maintain
the buffer empty to perform the reduction in packet loss. The
NSRL algorithm with the DDQN agent in the URLLC slice
yields the lowest average loss rate in terms of the number of
UEs in the network among the considered algorithms.
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Average packet loss in the buffer
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Fig. 8. Average packet loss in the buffer

The NSRL algorithm uses the RL agents to learn to allocate
power and SBs efficiently to enhance the desired QoS param-
eters in each slice. Fig. 9 confirms that the NSRL algorithm
using the DDQN agent in the eMBB slice presents a higher
throughput in relation to the other algorithms. In this case,
the adequate performance in the eMBB slice compared to the
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URLLC slice is due to a higher allocation of SBs to enhance
throughput for this slice.
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Fig. 9. Average throughput in packet transmission in each slice

Once energy efficiency (EE) has emerged as a key per-
formance indicator for future 5G networks, a shift towards
communications optimized not only in terms of throughput but
in terms of EE has been receiving great attention. EE can be
improved using different strategies such as network planning
and development, energy harvesting and radio resource alloca-
tion [29]. The EE metric considered in this work is the ratio of
the average throughput rate to the average total transmission
power consumed. As shown in Fig. 10, the NSRL algorithm
with the DDQN agent shows the best result in terms of energy
efficiency.
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Fig. 10. Average energy efficiency in packet transmission in each slice

Analyzing the processing time as shown in Fig. 11, by
increasing the number of UEs in the network, the processing
time of the DA algorithm is greatly increased due to the
number of iterations to find the best estimate for the Lagrange
multiplier. This characteristic of the DA algorithm can make
it unfeasible to be applied in a real scenario, whereas the
proposed DDQN based NSRL algorithm manages to have a
much lower processing time than the DA algorithm.
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Fig. 11. Processing time of the resource allocation algorithms

DDOQN and Q-Learning present different results for resource
allocation considering URLLC and eMBB slices. This be-
havior occurs due to their different reward functions. It can
be observed that the NSRL algorithm (with DDQN and Q-
Learning agents) makes the system provide better specific
QoS performance parameter according to the reward function
related to each slice. That is, a higher throughput is obtained
for the eMBB slice than for the URLLC slice, and a lower
delay and higher PSPT for the URLLC slice than for the
eMBB slice when NSRL is applied to the network.

VIII. CONCLUSION

In this work, it is assumed that the relationship between
the PSPT and the signal transmission power are represented
by sigmodal functions considering the CQIs standardized by
3GPP. Since, the PSPT calculation depends on a numerical
integral which makes the optimization problem proposed in
[14] intractable, it is proposed to perform a mathematical
modeling using a robust implementation of the Levenberg
Marquardt nonlinear curve fitting method. The sigmoidal
function approximation presented a considerably low MSE of
the order of 1074,

Next, we presented an effective solution for resource allo-
cation in slices of wireless networks with 5G characteristics.
To this end, a NS scenario with two slices URLLC and eMBB
is proposed to be analyzed considering packets of a real 5G
network collected from a large Irish mobile operator [22]. The
resource allocation is modeled as a stochastic optimization
problem, with state transitions without assuming prior knowl-
edge of the system statistics. Besides, reward functions are
proposed to each slice in the network.

For the joint allocation of power and SBs, the NSRL
algorithm was proposed, a hybrid heuristic that combines the
reinforcement learning techniques with the approach based
on reservation and sharing of resources among the slices
where each RL agent acts in one slice. The performances of
the NSRL algorithm with the agent Q-Learning and DDQN
(proposed approach) were compared with two other algorithms
present in the literature, i.e, DA presented in [14] and ES
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in [12]. The DA algorithm has a very high processing time,
which makes it impractical in a real-time system and the
ES algorithm presents a not desirable behavior of decreasing
the PSPT values for the slices as the number of UEs in the
network increases. The NSRL algorithm with the DDQN agent
provided the best results in terms of the QoS parameters of
the URLLC and eMBB services, confirming that DDQN based
on a deep neural network performs better than the Q-Learning
algorithm that is based on tabulated value search.

Deep Reinforcement Learning methods are considered
promising techniques for resource allocation in cognitive wire-
less networks. Due to its great learning potential, it obtains
interesting results monitoring the environment, without the
a priori knowledge of the system statistics. The simulation
results presented in this paper confirm the effectiveness of the
proposed DDQN based NSRL algorithm in learning to allocate
resources to UEs considering different slices. Finally, in future
works, we intend to adapt the NSRL algorithm in order to
consider more slices to the network.
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