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Abstract—Coherent detection and digital signal processing
techniques have driven a remarkable development in optical
transport technologies, enabling channels at 100 Gb/s to be
transmitted over thousands of kilometers. Future optical com-
munications systems will achieve even higher data rates (> 400
Gb/s) through the deployment of superchannels, a designation
for subcarrier multiplexing in the optical domain. In addition, a
software-defined configuration of modulation format, transmis-
sion rate and coding scheme will enable advanced features such
as automatic bandwidth provisioning and optimized spectrum
allocation. However, compared with the wireless environment,
optical systems are still very primitive in terms of intelligence,
because their installation and operation require highly skilled
manpower. The solution to this problem are adaptive optical
transceivers, able to sense the channel conditions and to adapt
their operation parameters to extend reach and reduce power
consumption. In this paper we review a set of enabling concepts
and algorithms of an adaptive optical transceiver, and discuss
the challenges for its successful implementation.

Index Terms—Optical Communications, Coherent Detection,
Adaptive Optical Transmission.

I. I NTRODUCTION

Optical communications systems are undergoing a major
transmission capacity upgrade, achieving data rates beyond
100 Gb/s per wavelength with the combination of coherent
detection, multilevel modulation formats and polarization mul-
tiplexing. At 400 Gb/s and 1 Tb/s, bandwidth limitations
imposed by analog-to-digital converters (ADCs) require the
use of sub-carrier multiplexing, which in optical communi-
cations has been called superchannel technology [1]. The
optical network is also being prepared for such upgrades
with the deployment of a flexible grid, where the 50-GHz
ITU-T grid is replaced by a fine-granularity channelization
plan that allows to set up channels with different bandwidths
[2]. As transmission and networking technologies become
more flexible, there is an increasing pressure for optimized
network operation in terms of cost and power consumption
[3]. Therefore, to improve network efficiency, future optical
networks should bear adaptive properties, being able to self-
adjust to changing transmission and traffic conditions [4].

In the physical layer of future networks, the key component
is an adaptive optical transceiver, as depicted in Fig. 1.
Performance requirements such as the net bit rate and required
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Fig. 1. Architecture of an adaptive transceiver.

bit error rate (BER) are provided by the control plane (left
box). The transceiver senses the channel (upper box) to select
an operating point (right box), which, fulfilling the system
requirements, optimizes some cost function, usually power
consumption. We denote an operating point as being the
set of parameters that define the transceiver performance, in
particular, symbol rate, modulation format, chain of signal
processing algorithms and coding scheme.

Online channel identification is a crucial feature of fu-
ture adaptive transponders. Given the widespread adoptionof
coherent detection and DSP techniques in optical systems,
it is very likely that channel sensing will be based on the
information provided by DSP algorithms, avoiding the use
of additional optical performance monitoring hardware [5].
Therefore, in this paper, we consider DSP-based channel
estimation techniques only. The main degradations in a high
speed optical network are amplified spontaneous-emission
noise (ASE), chromatic dispersion (CD), polarization-mode
dispersion (PMD), narrowband filtering (BW), and nonlinear-
ities. In long-haul transmission, CD has a stable and long
impulse response, in the order of the duration of hundreds
of symbols. It is compensated for by static digital filters
whose coefficients need to be estimated by the receiver during
the system startup. On the other hand, PMD has a dynamic
and relatively short impulse response (usually a fraction of
a symbol duration, reaching some few symbols in some
cases), and is seamlessly compensated for in an adaptive
butterfly filter with a small number of taps [6], typically below
10. Therefore, in general, PMD does not require estimation.
Narrowband filtering is generated by the combined effect of
reconfigurable add-drop multiplexers (ROADMs) and possible
legacy dispersion compensation modules along the optical
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path. The frequency response of these components is known,
change little over time, and could be used by the control plane
to select a suitable lightpath. Narrowband filtering has not
deserved specific compensating modules in current receiver
proposals, except for some recent papers exploring signal
predistortion [7]. It is interesting to observe that part of
the degradations generated by narrowband filtering are also
compensated for at the adaptive butterfly filter. Hence, the
main effects to be estimated are ASE, nonlinearities, and CD.

This paper reviews a set of enabling concepts and algorithms
of an adaptive optical transceiver, and discusses the challenges
for its successful implementation. Section II reviews works on
digital signal processing techniques for channel estimation.
Section III examines the variables involved in parameter
selection in regenerated and unregenerated optical systems.
Lastly, Section IV concludes the paper.

II. CHANNEL SENSING

A. ASE Noise and Nonlinearities

The signal degradation caused by ASE noise is commonly
quantified by the optical signal-to-noise ratio:

OSNRASE =
PTX

PASE
, (1)

wherePTX is the signal optical power, andPASE the optical
noise power (usually modelled as additive white Gaussian
noise) in a reference bandwidthBref, typically 12.5 GHz.
Under high power the optical fiber exhibits a nonlinear be-
havior, mainly caused by a nonzero third-order nonlinear
susceptibility, known as Kerr effect. It was recently shown
that, in dispersion-uncompensated optical links, nonlinearities
are also Gaussian distributed [8]. In this way, it is convenient
to define an equivalent optical signal-to-noise ratio, OSNR,
including both ASE-noise and nonlinear interference (NLI)
[9] contributions. Assuming unsaturated operation for optical
amplifiers:

OSNR =
PTX

PASE + PNLI
. (2)

The art of optical systems design consists in finding the
optimum fiber launch power that maximizes OSNR for a
given optical link. In general, increasingPTX also enhances
PNLI . ReducingPTX alleviatesPNLI , but PASE, which is in-
dependent on the signal launch power, dominates the system
performance. Interestingly, recent results have also shown that,
at the optimum fiber launch power,PNLI = PASE/2, i.e., the
ASE noise power is twice that of nonlinear interference. Thus,
the ratio betweenPNLI andPASE is a helpful information for
the system designer. For example,PNLI/PASE > 0.5 would be
an indication of excessive signal launch power.

ASE noise and nonlinear interference may be distinguished
by a slight correlation between the amplitude of neighboring
symbols [10]. Let rk be the k-th received symbol after
equalization and phase recovery;ŝk the decided symbol;
and ∆k = |rk| − |ŝk|. Assuming a stationary process, the
autocorrelation function across neighboring∆k values is given
by:

R∆(m) = E{∆k∆k+m}, (3)
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Fig. 2. Autocorrelation function across neighboring symbols.
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Fig. 3. Estimated OSNR by the technique in [11] for different scenarios.

whereE{·} denotes the expected value. Fig. 2 shows simulated
|R∆| for a 100G QPSK signal with polarization multiplexing
(PM-QPSK) generated by the Photoss software package. The
simulated link consisted of 10 spans of 80-km SSMFs and
amplifiers with 5-dB noise figure. The transmit power (PTX)
was varied from -2 dBm to 4 dBm, while the received power
was kept at a constant value. Clearly, the autocorrelation for
m = 1 andm = 2 increases with the transmit power due to
nonlinearities. Indeed, Donget al. [10] propose the useR∆ to
individually estimatePASE andPNLI , however, the estimation
algorithm still requires a complex calibration process, which
may be impractical in real-world optical systems. Estimating
OSNRASE orPNLI/PASE in the nonlinear regime is still an open
research topic, and one of the challenges of future adaptive
optical transceivers.

In PM-QPSK systems, estimates of the optical signal-to-
noise ratio,OSNR, have been been obtained by the technique
presented by Iveset al. in [11]:
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SNR =

√

2E{|rk|2}2 − E{|rk|4}
E{|rk|2} −

√

2E{|rk|2}2 − E{|rk|4}
, (4)

OSNR =
pRs

2Bref
SNR, (5)

where p is the number of polarization orientations used for
signal transmission (1 for single-polarization systems and 2 for
dual-polarization systems) andRs is the symbol rate. The bars
over OSNR and SNR indicate estimated values. While OSNR
was defined in (2) as the ratio of optical signal power and
optical noise power in a reference bandwithBref, the electrical
SNR follows the standard definition in communications theory,
as the ratio of the signal energyE by the noise power spectral
densityN0. For a detailed discussion about OSNR and SNR
please see [12]. It is interesting to observe that (4) may also
be applied before phase recovery, as the method requires
amplitude information only.

Fig. 3 illustrates the problem of distinguishing betweenPNLI

andPASE in the presence of nonlinearities. It showsOSNR for
a 100G PM-QPSK signal operating at both the linear (blue
circles) and nonlinear (green triangles) regimes. The curves
were obtained by Monte-Carlo simulation using the Photoss
simulation package (again, 10 spans of 80-km SSMFs and
amplifiers with 5-dB noise figure). The analytical OSNR (red
squares) was computed by the traditional link power budget
equation [13, p. 174] for optical links with saturated amplifiers
and constant amplifier spacing:

OSNRASE = PTX − F− 10·log10(Ns)

− αdB/km·Ls − 10·log10(hνBref), (6)

where F is the EDFA noise figure,Ns is the number of spans,
αdB/km the fiber loss coefficient,Ls the span length,h the
Planck constant, andν the carrier frequency.

When the transmit power is low (that is, nonlinear effects are
negligible), the three curves coincide. At high launch powers,
if the nonlinear channel model is adopted,OSNR decreases
as expected, because the estimaton algorithm is unable to
discriminate between linear and nonlinear noises.

B. CD Estimation

Legacy optical systems manage chromatic dispersion
with Bragg-grating-based dispersion compensation modules
(DCMs) or dispersion-compensating fibers (DCFs). However,
current and future coherent optical systems will rely on
electronic dispersion compensation techniques, avoidingop-
tical compensation. There are two main advantages for this
choice: first, from a management perspective, it is opportune
to replace hundreds of DCMs or DCFs by a simple DSP ele-
ment embedded into the receiver; second, removing dispersion
compensation modules eliminates the associated insertionloss,
resulting in a higher OSNR at the end of the link.

Adaptive transceivers need to accurately estimate CD to
be seamlessly integrated into links of different lengths and
fiber types. Several algorithms have been proposed for CD
estimation. Most of them use scanning techniques that apply
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the CD compensation filter to the received signal assuming
some accumulated dispersion, and compute a certain cost
function related to the signal quality. Channel dispersionis
estimated as the one that minimizes the cost function. As an
example, a technique devised by Kuschnerovet al. in [14]
uses an error criterion based on Godard’s constant modulus
algorithm [15]. The method consists of two parts: first, the
error is computed within a possible CD range in discrete steps
of 200 ps/nm. A CD value for which the error is at minimum
is found. Then, the error is calculated at a higher resolution, in
discrete steps of 20 ps/nm around the CD value found in the
first part. The main advantage of this algorithm is simplicity,
although it has to be executed for many possible CD values.
In [16], Borkowski et al. validated four different scanning
algorithms using a PM-QPSK setup.

Alternatively, an accurate and computationally efficient CD
estimation technique (auto-correlation signal power waveform
ACSPW) was proposed by Suiet al. in [17]. The paper
demonstrates a relation between the position of the peak of
the signal power autocorrelation and accumulated CD. In
mathematical terms, for high accumulated CD, the signal
power autocorrelation function,Ryy(τ), exhibits a peak atτ0.
The accumulated CD is related toτ0 by [17]:

CDacc=
τ0Ts +

√

τ20T
2
s − 16π2T 4

0

4π

2πc

λ2
, (7)

whereTs is the symbol period,T0 is the Gaussian pulse half-
width at the 1/e point,c is the speed of light andλ is the carrier
wavelength. Fig. 4 depicts simulated autocorrelation functions
for three different CD values of 525, 5100 and 8500 ps/nm,
obtained by the Photoss simulation software. The peaks appear
in 125, 1143 and 1911 ps, and, using theseτ0 values in (7),
the estimated CD is 543, 5072 and 8482 ps/nm, respectively.

It is important to note that (7) only gives positive results.
Furthermore, in order for CDacc to be real, the square root
argument must be positive. This imposes a fundamental limi-
tation to the ACSPW algorithm, that is, the algorithm requires
a minimum accumulated dispersion to work properly. This
may be a problem in dispersion managed links with little,
or even negative, residual chromatic dispersion. Pereiraet al.
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overcame this problem in [18] by the so-called CD-shifted
ACSPW technique (see the block diagrams in Fig. 5). The
idea is to use a digital filter to artificially add a fixed amount
of CD, guaranteeing that the accumulated CD is always higher
than the minimum required. After estimation, which is made
exactly as in ACSPW, the inserted CD value is subtracted from
the estimated value.

III. PARAMETER SELECTION

Once the channel is estimated, the transmission parameters,
mainly data rate, modulation scheme and DSP algorithms,
must be set or updated accordingly. In the context of adaptive
communication systems, data rates of 400 Gb/s and 1 Tb/s per
optical channel must be regarded. However, while research
on 100 Gb/s systems has reached sufficient maturity and
the first commercial transport interfaces have been deployed,
higher data rates are still challenging. The main limitations
are the bandwidths of optical and electrical components, and
the resolution of ADCs. State-of-the-art ADCs operate at
up to 60 GS/s, limiting the bandwidth of detected chan-
nels [23]. Solutions that allow higher spectral efficiencies
involve superchannels, tightly spaced optical subcarriers that
are transmitted through the optical network as a single entity
[1][24], but detected independently (see Table I for examples
of Terabit superchannels). Superchannels usually have1/Ts

or a slightly higher frequency spacing between subcarriers,
whereTs is the symbol duration. These solutions attempt to
achieve the highest possible subcarrier bitrates that can still be
handled electronically, while keeping optical parallelization to
a minimum.

The next sections tackle the problem of parameter selection
for a single channel,but the conclusions also apply to indi-

vidual subcarriers of superchannels. The discussion is divided
into two sections. Section III-A addresses long-haul optical
links that do not require optical-electrical-optical regeneration.
Section III-B concerns regenerated links. This is because the
paradigms for finding the optimal operating point are different
for the two cases. In unregenrated links the cost of the solution
is given by the two transceivers in the end of the link, and the
best operating point minimizes power consumption for a fixed
reach. In regenerated links, however, the optimization process
minimizes the number of extremely expensive regenerators
(and, consequently, cost), by selecting the operating point with
the longest transparent reach, irrespective of its the power
consumption. Note that although the main objective is to
minimize cost, regenerators are also power hungry, and the
overall power consumption is also minimized.

A. Unregenerated Links

In unregenerated optical links, the optimum operating point
minimizes power consumption while satisfying traffic and
reach requirements. In the example of [25], the most power
consuming components of an optical transceiver are the DSP
(28%), followed by the deframer (7%) and drivers (2.5%).
Hence, power-efficient DSP algorithms can achieve a reason-
able reduction in the transceiver power consumption and, for
this reason, they are the focus of this section.

We based our study on the following assumptions:

• Fixed-rate forward error correction (FEC). We assume
a 10−3 pre-FEC BER, required for a10−15 post-FEC
BER using 7 % overhead, as in standard 100G PM-QPSK
systems [26].

• A maximum symbol rate,Rmax
s , of 28 Gbaud. This rate

is widely used 100G PM-QPSK long-haul transmission,
allowing T/2-spaced sampling using commercially avail-
able ADCs [27].

• Discrete symbol rates of the formRmax
s /2l, l =

0, 1, 2, 3, resulting in rates of 3.5, 7, 14 and 28 Gbaud.
These rates can be easily implemented by symbol repe-
tition [28].

• Reach and accumulated CD independence. We assume
the general case where the optical route may contain
legacy CD compensation modules. In this scenario, ac-
cumulated CD is not necessarily a function of the optical
link length.

Future software-defined optical transceivers will have the
ability to choose the modulation format according to the
channel conditions [29]. In this study, we assume the most
simple digital modulation formats: BPSK, QPSK, 8QAM and
16QAM. In fixed-code rate transceivers, higher-order modula-
tion formats would have a prohibitively high OSNR penalty.

Required OSNR (OSNRreq)
The combinations of modulation format (BPSK, QPSK,

8QAM or 16QAM) and symbol rate (3.5, 7, 14 or 28 Gbaud)
achieve several transmission rates: 12.5, 25, 37.5, 50, 75,100,
150 and 200 Gb/s. Each of these rates (except 150 and 200
Gb/s) have more than one possible form of transmission. As
an example, Table II summarizes combinations resulting in
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TABLE I
SUPERCHANNELS FORTERABIT OPTICAL TRANSMISSION

Aggregate Rate [Gb/s] Modulation Format [Bits/Symbol] Subcarriers Symbol Rate [GSymbols/s] Ref. Year

1,284 PM-64QAM 12 10 10.7 [19] 2012
1,206 PM-16QAM 8 3 50.25 [20] 2013
1,200 PM-QPSK 4 24 12.5 [21] 2013

1,582.2 PM-16QAM 8 8 24.8 [22] 2014

TABLE II
POSSIBLECOMBINATIONS FOR 50-GB/S TRANSMISSION

Nominal Rate [Gb/s] Transmission Scheme OSNRreq [dB]

PM-BPSK @ 28 Gbaud 10.3

PM-QPSK @ 14 Gbaud 10.3

50 SP-QPSK @ 28 Gbaud 10.3

PM-16QAM@ 7 Gbaud 14.0

SP-16QAM @ 14 Gbaud 14.0

50 Gb/s transmission (PM stands for “polarization multiplex-
ing”, and SP for “single polarization”). Each transmission
scheme has an associated required optical signal-to-noiseratio
OSNRreq, as shown in the third column of Table II, which is
directly related to reach.

The calculation of OSNRreq follows the steps below. Assum-
ing coherent detection, Gray coding for QPSK and 16QAM,
and optimal coding for 8QAM, BER and signal-to-noise ratio
per bit SNRb 1 are related by [30]:

BER(BPSK, QPSK) =
1

2
erfc

(

√

SNRb

)

(8)

BER(8QAM) ≈ 11

16
erfc

(
√

3SNRb

3 +
√
3

)

(9)

BER(16QAM) ≈ 3

8
erfc

(

√

6SNRb

15

)

, (10)

where erfc is the complimentary error function. For the
target BER= 10−3, Eqs. 8 to 10 yield [30]:

SNRb(BPSK, QPSK) = 6.8 dB (11)

SNRb(8QAM) = 9.0 dB (12)

SNRb(16QAM) = 10.5 dB. (13)

Finally, OSNRreq is obtained from SNRb by [12]:

OSNRreq =
Rb

2Bref
SNRb, (14)

whereRb is the transmission bit rate. Note in Table II that, for
the same transmission rate, BPSK and QPSK signals require
the same OSNR, and so do single- and dual-polarization
signals.

Computational Complexity Analysis

In dispersion-uncompensated optical transmission, long CD
compensation filters (with potentially hundreds of taps) are the

1SNRb = SNR/R̃, whereR̃ is the number of information bits conveyed
per modulation symbol.

primary contribution for power consumption and digital foot-
print in the DSP module. The length of the CD compensation
bulk filter, NCD, can be computed by [31]:

NCD = 2×
⌊

CDaccλ
2

2 c T 2
sp

⌋

+ 1, (15)

where CDacc is the accumulated CD,λ is the optical carrier
wavelength,Tsp is the sampling time andc is the speed of
light. Note that the filter size is a linear function of CDacc, and
a quadratic function of the symbol rate (for T/N-spaced filters,
Rs = 1/(NTsp)), independently of the modulation format.
This feature plays an important role in assessing the efficiency
of the distinct modulation formats.

After obtaining the filter size, it is possible to estimate the
computational complexity associated with CD compensation.
Our estimation is based on the number of real multiplica-
tions, which is the dominating parameter [32]. We focus on
frequency-domain equalization (FDE), because of its computa-
tional efficiency in comparison with time-domain equalization
for a sufficient filter length [28][33]. The FDE filtering cycle
involves the following operations:

1) Computation of the fast Fourier transform (FFT) of the
filter coefficients (this operation is performed only once
and does not contribute to the complexity.)

2) Calculation of the FFT of a new-coming data-block.
3) Term-by-term multiplication of the results of steps (1)

and (2).
4) Computation of the inverse FFT of the result.

The number of (non-trivial) real multiplications,MR, re-
quired for the computation of an FFT of sizeNFFT, depends
on the algorithm, optimization degree and hardware implemen-
tation. Here, we assume a radix-2 Cooley-Tukey algorithm,
because it can be implemented for any power of two FFT size,
yielding the desired flexibility for rate-adaptive schemes. We
further assume an optimized FFT, where the implementation
of a complex multiplication corresponds to three real ones.2

Under these conditions,MR is given by [34]:

MR =
3

2
NFFT (−3 + log2 NFFT) + 6, (16)

provided thatNFFT = 2k, k ∈ N.
The number of real multiplications per filtering cycle,

MCYC, is given by:

MCYC = p (2MR + 3NFFT) , (17)

2(e+jf) = (a+jb)·(c+jd) can be computed as e=(a-b)d+a(c-d) and f=(a-
b)d+b(c+d). This form requires three real multiplications and five real ad-
ditions [34].
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Fig. 6. FFT size optimization for a 256 taps CD compensation filter.

where p is the number of polarizations. In (17),MR is
multiplied by 2 to account for both the FFT and the subsequent
IFFT. The NFFT parameter is multiplied by 3, as three real
multiplications are required for each complex one.

The number of bits resulting in one filtering cycle,bCYC, is
given by:

bCYC =
pL

κ
log2 M, (18)

whereL is the number of equalized samples resulting from
one filtering cycle in one polarization,κ is the oversampling
factor and M is the size of the modulation alphabet. Finally,the
number of multiplications per transmitted bit,Mb, is computed
as:

Mb = MCYC/bCYC

=
κ

L log2 M
(2MR + 3NFFT) . (19)

Note thatMb does not depend on the number of polarization
orientations.

Frequency-domain equalization of long data sequences re-
quires an overlapping method. In this way, the number of
equalized samples resulting from one filtering cycle,L, in (19),
is related to the FFT size,NFFT, by [35]:

L = NFFT −NCD + 1. (20)

Obtaining aliasing-free equalization requires a minimum of
50% overlap, that is, an FFT size of at least twice the filter
length [35]. However,Mb, in (19), can be minimized with
respect toNFFT, significantly reducing the complexity [36].
Fig. 6 illustrates this procedure by showing the number of
multiplications per transmitted bit for a 256 tap CD compen-
sation filter for a PM-16QAM signal, as a function of the FFT
size. This is equivalent to the size of a T/2-spaced equalizer for
a 14 Gbaud sinal transmitted over nearly 2400 km of SSMF,
calculated by (15). Here, the red stars represent possibleNFFT

values, and the green square indicates the optimum FFT size,
Nopt

FFT. In this case, the FFT size optimization resulted in
roughly 25% complexity reduction in comparison with the
50% overlap case. The optimum FFT size values can be pre-
computed and stored in hardware. Fig. 7 shows the optimum

0 200 400 600 800 1000 1200

4

16

64

256

1,024

4,096

16,384

CD compensation filter size

F
F

T
 s

iz
e

 

 

Fig. 7. Optimal FFT size values.

0 1 2 3 4

x 10
4

0

1

2

3

4

5
x 10

12

Accumulated CD [ps/nm]

R
ea

l m
ul

tip
lic

at
io

ns
 p

er
 s

ec
on

d

 

 

PM−BPSK @ 28Gbaud
SP−QPSK @ 28 Gbaud
PM−QPSK @ 14 Gbaud
SP−16QAM @ 14Gbaud
PM−16QAM @ 7 Gbaud

34,000 ps/nm

Fig. 8. Computational complexity of the 50 Gb/s transmission schemes.

FFT size values for different filter lengths and a wide range
of practical accumulated CD values.

Pareto-Efficiency Analysis

We next analyze the suitability of an operating point through
the combination of two parameters: computational complexity
for a given accumulated CD value, and ROSNR for a given
BER. The former is directly related to power consumption,
and the latter to reach. Fig. 8 displays the computational com-
plexity of the transmission schemes of Table II as a functionof
accumulated CD. Note that the relative distance between the
curves remains quasi-constant throughout a wide range of high
accumulated CD values. This allows us to simplify the analysis
assuming some (sufficiently high) fixed value of accumulated
CD, without loss of generality. From the inspection of TableII
and Fig. 8, it is evident that neither single-polarization schemes
nor BPSK are advantageous compared to other options using
polarization-multiplexed transmission with I/Q modulation.

This can be viewed in terms of Pareto efficiency over
ROSNR and computational complexity. Given a set of possible
operating points, a change to an operating point that improves
one parameter (ROSNR or computational complexity) without
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making others worse is called a Pareto improvement. An
operating point is denoted as Pareto efficient when no further
Pareto improvements can be made from that point. The set of
all Pareto-efficient operating points is called a Pareto frontier.
Single-polarization schemes require a higher computational
complexity than polarization-multiplexed schemes to achieve
the same transmission rate, at the same ROSNR. Therefore,
single-polarization schemes are never Pareto efficient. The
comparison between QPSK and BPSK is analogous (QPSK
is always preferable). Naturally, employing all availabletrans-
mission dimensions (polarization multiplexing, I/Q transmis-
sion) reduces the system symbol rate and, as a consequence,
the computational complexity.

As an illustrative example, consider a fixed value for
accumulated CD, 34,000 ps/nm (black dash-dotted line in
Fig. 8), corresponding to 2000 km of standard single-mode
fiber (SSMF) with dispersion coefficientD = 17 ps/nm/km.
Potential transmission schemes may be arranged as in Fig. 9.
Here, the Pareto frontier is formed by PM-QPSK and PM-
16QAM. Other schemes do not meet the Pareto-efficiency
criterion, i.e., are not beneficial neither in ROSNR nor in
power consumption, and should not be employed.

An analogous analysis for all considered transmission rates
results in the set of Pareto-efficient schemes summarized in
Table III. The complexity values shown in the fourth column
correspond to the transmission over 2000 km SSMF. The table
also includes the complexity normalized with respect to its
maximum (3.68 Tops3).

B. Links with Optical-Electrical-Optical (OEO) Regeneration

Long optical links require optical-electrical-optical (OEO)
regeneration to recover the transmitted signal, an extremely ex-
pensive procedure which should be avoided whenever possible.
Thus, in very long data links, from a cost perspective, the op-
timum operating point minimizes the number of regenerators.
In the optical domain, this means to choose the set of param-
eters that maximizes reach. The maximum distance between
regenerators, usually calledtransparent reach, is computed as

3Tera operations per second
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Fig. 10. Constrained capacity for PM-QPSK, PM-16QAM and PM-Gaussian
formats.

the maximum length that satisfies OSNR> ROSNR, where
OSNR is the optical signal-to-noise ratio at the end of the
link (as defined in (2)), and ROSNR is the minimum tolerable
OSNR that results in an acceptable bit error rate (BER). In the
dimensioning of practical systems, it is also common to add
3 dB to ROSNR as a safety margin to account for eventual
aging and the degradation of system components.

Modulation Format

We start by selecting the modulation format which corre-
sponds to the lowest ROSNR. In order to convey a client traffic
demand ofRb bits per second using a transmission device
operating atRs symbols per second, a mutual information of
I = Rb/Rs bits per symbol is required. The maximum mutual
information attained by a modulation format depends on the
signal-to-noise ratio of the link, and is called constrained
capacity. Fig. 10 shows the constrained capacity curves for
the QPSK and 16QAM modulation formats, and the Shannon
Limit, achieved if the input signal has a bidimensional Gaus-
sian distribution [37, p. 242]. A detailed description of the
constrained capacity calculation method can be found in [38].
All curves were evaluated considering polarization multiplex-
ing. Once a modulation format is chosen, the electrical SNR
required to achieve a certain mutual information, RSNR, can
be obtained from Fig. 10. ROSNR, in turn, can be computed
from RSNR using (5).

For example, let us suppose that the transceiver operates at
a symbol rate of 28 Gbaud (as most commercial 100 Gb/s
systems), and that client traffic requires 100 Gb/s including
overhead. In this case, a mutual information of 100/28 =
3.57 bit/symbol is required. Fig. 10 indicates an SNRreq of
approximately 4 dB for 16QAM, and 6 dB for QPSK. It
is interesting to note that, in this portion of the curve, the
difference in performance between the 16QAM modulation
format and the Shannon Limit is negligible. From (5), it
is possible to verify that ROSNR is directly proportional to
RSNR. Therefore, high-order modulation formats (with lower
code rates) require a lower ROSNR than low-order alternatives
(with higher code rates). There are, of course, issues related



JOURNAL OF COMMUNICATIONS AND INFORMATION SYSTEMS, VOL. 29, NO.1, MAY 2014. 8

TABLE III
PARETO-EFFICIENT SCHEMES

Nominal Rate [Gb/s] Transmission Schemes ROSNR [dB] Complexity [Tops] Normalized complexity [%]

12.5 PM-QPSK @ 3.5 Gbaud 4.3 0.19 5.2

25
PM-QPSK @ 7 Gbaud 7.3 0.57 15.5
PM-16QAM@ 3.5 Gbaud 11.0 0.19 5.2

37.5 PM-8QAM @ 7 Gbaud 11.3 0.57 15.5

50
PM-QPSK @ 14 Gbaud 10.3 1.51 41.0
PM-16QAM@ 7 Gbaud 14.0 0.57 15.5

75 PM-8QAM @ 14 Gbaud 14.3 1.51 41.0

100
PM-QPSK @ 28 Gbaud 13.3 3.68 100.0
PM-16QAM@ 14 Gbaud 17.0 1.51 41.0

150 PM-8QAM @ 28 Gbaud 17.3 3.68 100.0

200 PM-16QAM@ 28 Gbaud 20.0 3.68 100.0

to the implementation of high-order modulation formats (e.g.
DAC/ADC resolution), however, among the modulation for-
mats implementable by the available technology, high-order
modulation formats are preferable.

This conclusion is in apparent contradiction with the num-
bers in Table III, where higher-order modulation formats re-
quire a higher ROSNR (although reducing power consumption
through a lower symbol rate). In the previous section we ad-
dressed parameter optimization in links without regeneration,
where the best operating point minimizes power consumption
for a given reach (translated in terms of ROSNR) and traffic
requirements. In this section,however, we maximize reach irre-
spectively of power consumption. In order to choose the most
suitable operating parameters, we allow in this section thecode
rate of error-correcting schemes to vary freely, contrasting with
previous section where the FEC overhead was set to7% 4.
For example, the mutual information of 3.57 bit/symbol is
achieved by a code rate of 3.57/4 = 0.8925 for PM-QPSK
and 3.57/8 = 0.44625 for PM-16QAM. Working with code
rates as low as 0.44 of course increases the transceiver power
consumption because the symbol rate is high and the net
information rate low, but reach is considerably extended and,
as a result, regeneration is avoided. The ability to self-adjust
the FEC code rate is a timely research challenge for adaptive
optical transceivers [38][39][40][41].

Symbol Rate

In addition to modulation format and code rate, symbol rate
is another important parameter to be optimized. According to
(5), increasingRs also increases ROSNR, which may lead
to the (erroneous) conclusion that raising the symbol rate de-
grades the system performance. However, one should note that
increasingRs also decreases the mutual information required
to achieve the same information bit rate and, consequently,the
RSNR (see Fig. 10). This is because a higherRs, for a constant
required information rate, raises the amount of redundant
information used by error-correcting schemes. Hence, ifRs

increases, RSNR decreases at a higher rate. The combined
effect can be seen in Fig. 11, which shows an example for a

4Overhead, OH, and code rate, R, are related byR = 1/(1 + OH)

data rate of 100 Gb/s.
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Fig. 11. Required OSNRversus symbol rate for 100 Gb/s with PM-QPSK
and PM-16QAM.

Another dimension influenced by the symbol rate is the
power of nonlinear interferencePNLI . To analyze the effect
of the symbol rate onPNLI we use the GN-model presented in
[42]5. The model computes the link OSNR according to (2),
i.e., noise power is calculated as the sum of ASE noise power
PASE and nonlinear interference powerPNLI . PASE is evaluated
by the standard formula for noise accumulation6 [13, p. 173]:

PASE = NsF
(

e2αnp/kmLs − 1
)

hνBref. (21)

Note that (6) can be obtained from (21) assuming saturated
optical amplifiers, as in [13, pp. 173-174]. The nonlinear
power spectral densityGNLI (f) can be assumed as locally flat
within the reference bandwidth [45][8][42]. Thus, the nonlin-
ear power per span,PNLI,SS, within the reference bandwidth,
Bref, is given by:

PNLI,SS = GNLI,SS(0)Bref, (22)

5Analytical modeling of nonlinear propagation is currently subject to an
intense debate in the scientific community. More details can befound in
[43][44].

61αdB/km = 8.68αnp/km.
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whereGNLI,SS(0) is the nonlinear power spectral density at the
center of the channel (f = 0) for a single span.

From the nonlinear interference model (derived in details in
[42]), it can be shown that

PNLI,SS = ηSSP
3
TX , (23)

wherePTX is the transmit power per channel andηSS is the
nonlinear noise power coefficient, calculated as:

ηSS=
16

27
γ2Bref

R3
s

·
∫∫

D

∣

∣

∣

∣

∣

1− e(j4π
2|β2|f1f2−2αnp/km)Ls

2αnp/km− j4π2|β2|f1f2

∣

∣

∣

∣

∣

2

df1df2, (24)

where γ is the fiber nonlinear coefficient (W−1km−1) and
|β2| is the absolute value of the CD parameter (ps2km−1).
The integration domainD is described in [42] and depends
basically on the WDM comb occupation.

In a highly loaded spectrum, incoherent nonlinear noise
accumulation [8] can be assumed:

PNLI = NSPNLI,SS = NSηSSP
3
Tx. (25)

The OSNR including the linear and nonlinear contributions
can thus be written as:

OSNR=
PTX

PASE + PNLI
=

PTX

NS(PASE,SS+ ηSSP 3
TX)

, (26)

wherePASE,SS is the ASE noise power for a single span.
Therefore, there is an optimum launch powerPTX,OPT that

maximizes the OSNR and, consequently, the transparent reach:

PTX,OPT =

(

PASE,SS

2ηSS

)
1

3

. (27)

ReplacingPTX,OPT into (26), gives the maximum OSNR:

OSNR=
2PTX,OPT

3PASE
. (28)

Thus, at the optimum transmit power, nonlinear noise power
is half of ASE noise power. Now we are in the position
to analyze the impact ofRS on PNLI and, consequently,
on OSNR (considering both linear and nonlinear effects).
According to (24),ηSS decreases with the symbol rate, raising
the optimum transmit power (27) and, as a consequence,
the OSNR (28). Therefore, in the scope of application of
the GN model (long links with a highly packed spectrum),
increasing the symbol rate may be beneficial to the system
in terms of the tolerance to nonlinearities. We illustrate the
problem in a case study with 79 50-GHz-spaced channels,
transmitted over 10× 100 km standard single-mode fiber
(SSMF) spans, without dispersion compensation. The fiber
parameters are as in [45]. The results are shown in Fig. 12,
with several OSNRversus transmit power curves for different
symbol rates. Clearly, higher symbol rates increase the OSNR
at the optimum transmit power.
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Fig. 12. Achievable OSNR over 10 spansversus transmission power with
different symbol rates.

IV. FUTURE PERSPECTIVES ANDCONCLUSION

Adaptive optical transceivers, able to sense the channel
and take actions, should be a crucial component of future
optical networks. The sensing task should be implemented
by the chain of signal processing algorithms in the coherent
receiver. While polarization-mode dispersion is seamlessly
compensated for in the adaptive equalizer, chromatic disper-
sion requires accurate estimation to set up the static equalizer.
A promising method for CD estimation, based on the autocor-
relation of the signal power waveform, gives accurate results
at low computational complexity.

In future dispersion uncompensated optical links, at the
optimum launch power, the amplifier noise power should be
twice the nonlinear noise power. Therefore, the ratio between
amplifier and nonlinear noise powers is an useful parameter
to the system designer. However, in the nonlinear regime,
amplifier noise power estimation is still an open research topic
and one of the remaining challenges for future adaptive optical
transceivers.

The choice of a suitable set of parameters (or an operating
point), including modulation format, symbol rate and coding,
is also a key task. In relatively short, regeneration-free,op-
tical links, the most suitable operating point maximizes the
order of the modulation format (constrained to implementation
limitations) and minimizes the symbol rate to reduce the
power consumption in the CD equalizer. Regenerated optical
links, in turn, should attempt to reduce the number of re-
generators, which are costly and power hungry, by choosing
the modulation format, symbol rate and coding schemes that
maximize the transparent reach. This is achieved by operating
the system at the highest-order modulation format allowed by
the technology, and also the highest symbol rate (at low code
rates). In some cases, increasing the symbol rate reduces the
OSNR required at the receiver and mitigates nonlinearitiesin
dispersion-uncompensated links.

Looking at the future, in unregenerated links the line
transmission rate could be adaptively reduced to save power
during light traffic periods. Such symbol rate switching is
a good example where the transceiver can learn from past
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experience. For example, artificial intelligence techniques can
help the transceiver to choose the best time of the day (based
on the client data pattern) to trigger the rate switching and
avoid unnecessary bouncing. In regenerated optical links,in
turn, variable-code-rate transceivers will play a crucialrole to
extend transparent reach and reduce the number of expensive
and power-hungry regenerators. Therefore, FEC adaptation,
currently overseen in most studies in the field, should gain
momentum as an emerging topic.
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