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Abstract—Reversible data hiding technique is able to restore the 

cover data exactly after data extraction. This paper presents a new 

reversible data hiding scheme based on the combination of edge 

detection and pixel value ordering mechanism is proposed. In the 

proposed scheme, an edge detection algorithm is first applied to 

produce edge pixels to classify the pixels into smooth or rough 

areas. Then, to increase the embedding capacity, the pixel 

prediction algorithm is also modified. Additionally, to minimize 

distortion during embedding process, in smooth areas, the noise 

level of block is calculated and used to determine the suitable 

pixels for carrying the secret bit. Then, based on the high 

redundancy of neighboring pixels, prediction errors are calculated 

and used to embed data by PVO mechanism. The experimental 

results demonstrated that our proposed scheme achieves better 

visual quality than those of state-of-the-art schemes when the 

average PSNR is greater than 58.6dB. Moreover, the proposed 

scheme maintains the reversibility. 

 
Index Terms— data hiding, prediction-error, pixel value 

ordering, edge detection, reversibility.  

I. INTRODUCTION 

eversible data hiding (RDH) technique is able to restore 

the cover data exactly after data extraction. For this reason, 

RDH is widely applied in some sensitive scenarios, i.e., 

military, medical, and remote sensing where distortions are 

forbidden and the accurate recovery of the original cover data 

are required. Until now, most RDH schemes have been 

investigated for image in spatial domain. In general, RDH 

schemes can be classified into three categories, i.e., difference 

expansion (DE) [1]–[7], histogram shifting (HS) [8]–[18] and 

integer transformation (IT) [19]–[21]. In the DE category, J. 

Tian [1] has used the difference value of a pair of pixels, which 

is expanded to embed secret data. Their method obtained high 

embedding capacity (EC) and low image distortion. However, 

a location map is required to guarantee reversibility. Next, to 

further improve the performance of Tian’s scheme, Alattar [2] 

embedded several bits in the difference expansion of vectors of 

adjacent pixels. Alattar’s scheme achieved high embedding 

capacity. However, their scheme obtained the unsatisfied image 

quality when the PSNR is always smaller than 44dB. It is noted 

that, in the data hiding field, the improvement of the image 

quality of stego images is required as one of main criterions. In 

2008, Kim et al. [4] proposed a DE-based RDH scheme by 
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using Laplace distribution. Their scheme ensured the small size 

of location map. In the HS category, the first RDH scheme is 

introduced by Ni et al. [8]. In Ni et al.’s scheme, a histogram is 

constructed by statistics of the occurrence frequency of pixel 

values. Then, the bin with the highest frequency in the 

histogram is called peak point and chosen for embedding the 

secret data. Because of the reversible data hiding characteristic, 

all bins between the peak point and the zero point are shifted by 

1 unit, toward to the right or the left for embedding data. 

Therefore, the height of peak point in the histogram 

significantly effects on the embedding capacity of HS-based 

RDH schemes. In 2013, Li et al. [12] proposed a new HS-based 

RDH scheme. In this scheme, the cover image is divided into 

non-overlapping blocks. Then, pixels in each block are sorted 

in ascending order. Therefore, this scheme is also called as 

pixel-value-order (PVO) scheme. In Li et al.’s scheme, the 

difference value of the largest pixel and the second largest pixel 

in each block is calculated for concealing the secret data. The 

embedding capacity of their scheme is further improved. 

However, it is still limited when most of the difference value is 

larger than 1, therefore this leads to the low PSNR. To enhance 

the embedding capacity, instead of using the difference value 

between the maximum value and the second largest value of the 

block as was done in Li et al.ʼs method, Peng at el. [13] 

proposed an Improved PVO-based reversible data hiding 

scheme (IPVO) by computing new differences. Then, the new 

difference is defined by using the pixel locations of the 

maximum and second largest values. Moreover, the blocks 

where the maximum equals to the second largest value can be 

exploited for hiding the secret data. Later on, to increase the 

image quality, Qu et al. [14] proposed a new RDH scheme call 

as Pixel-based pixel value ordering (PPVO) by predicting the 

value of a current pixel according to its neighboring pixels in 

each block. Then, the difference value of the current pixel and 

the prediction value is modified to embed the secret data. The 

image quality of Qu et al.’s scheme is significantly improved 

when the redundancy of the neighboring pixels is exploited. 

However, this scheme obtained low embedding capacity when 

only one secret bit is embedded per block in the maximum. In 

[15], Wang et al. proposed new RDH scheme by dividing 

various-sized blocks. In particular, smooth areas are partitioned 

into smaller blocks for embedding data to increase embedding 
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capacity. Later on, a novel RDH scheme is proposed by Weng 

et al. [16]. In Weng et al.’s scheme, the smooth blocks are 

partitioned into sub-blocks of arbitrary size according to their 

local complexity to maintain the minimum modification during 

the embedding process. To further improve the embedding 

performance of prior works, in 2019, Di et al. [18] proposed 

new RDH scheme by quadtree-based pixel value ordering 

(QPVO). In each block four pixels, their scheme embeds the 

secret bits selectively with a quadtree structure. To better 

reduce embedding distortion, the cover image is partitioned into 

blocks in various sizes by the dynamic adaptive quadtree 

decomposition based on the image complexity. Di et al.’s 

scheme obtained the better image quality of mark images while 

guaranteeing the high embedding capacity. 

In this paper, to further improve the image quality of marked 

images, we proposed a new RDH scheme based on edge 

detection and pixel value ordering (EPVO). Instead of dividing 

the image into blocks in various sizes for embedding data as 

was done in [18], in the proposed scheme, the Canny edge 

detection algorithm is first applied to produce edge pixels to 

classify the pixels into smooth or rough areas. Additionally, to 

minimize distortion during embedding process, in smooth area, 

based on the high redundancy of neighboring pixels, prediction 

errors are calculated and used to embed data. The experimental 

results showed that our proposed scheme achieved the better 

image quality of mark images while maintaining high 

embedding capacity. 

The rest of the paper is organized as follows: the review of 

Canny edge detector [22] and some previous RDH scheme [12, 

14] are presented in Section II. The proposed scheme is 

described in Section III. Section IV presents the experimental 

results. Finally, conclusions of the paper are drawn in Section 

V. 

II. RELATED WORKS 

A. Canny edge detector  

Canny edge detector CED [22] has been widely used because 

it possesses superior performance on optimality due to 

satisfying three criterions. i.e., (i) High accuracy: The detected 

edge should be the real edge and the false detection ratio should 

be rather low. (ii) High precision: The distance between the 

actual edge and the extracted position of the edge should be 

minimal. (iii) A single response to an edge: A given edge in the 

image should be marked only once and the potentially existing 

noise in the image should not create false edge. 

The steps used in CED implementation are: Using Gaussian 

filter to smooth the image; taking the gradient by using the 
Sobel operator; execute the non-maximum suppression to 

eliminate spurious response to edge detection; perform the 

double thresholds technique to determine potential edges. The 

detail of CED processing is described as following steps: 

Step 1: Noise reduction 

Using Gaussian filter to smooth the image and remove noise. 

Because the noise can affect to the edge detection, it should be 

removed to achieve the best detection. First, each block of 

image is convolved with a Gaussian kernel where the block size 

of image is equal to the kernel size. The kernel size can be 3×3, 

5×5, 7×7 depends on the expected blurring effect. Normally, 

the size 5×5 is suitable for most cases. 

Step 2: Gradient calculation 

Calculate the magnitude and directions of the intensity 

gradient of the smoothened image in step 1 is by using Sobel 

kernel in both horizontal and vertical direction. It can be 

implemented by convolving the image with Sobel kernels Gx 

and Gy, where they are defined as follows: 

𝐺𝑥 = [
−1 0 1
−2 0 2
−1 0 1

] 𝐺𝑦 = [
1 2 1
0 0 0
−1 −2 −1

] 

Step 3: Non-Maximum suppression 

This step will find the pixels that are most likely to be edges 

by removing the non-maximum values in the gradient 

calculation step above. If the magnitude of a pixel is greater 

than the magnitude of its neighborhood, it will be marked as an 

edge pixel; otherwise, the magnitude of the current pixel is set 

to zero (the pixel is non-edge pixel). 

Step 4: Double threshold 

Double threshold is implemented to determine strong, weak, 

and non-relevant edge pixel in the image. There are two 

thresholds:  high threshold TH and low threshold TL is used to 

identify the strong, weak or the non-relevant pixels. The edge 

pixel is marked as strong edge pixel if its gradient value is 

higher than TH. If the edge pixel gradient value is larger than TL 

and smaller than TH, it is marked as weak edge pixel. Otherwise, 

it will be suppressed. The two threshold values are empirically 

defined and they can be adjusted when applied to different 

images. 

B. High fidelity reversible data hiding scheme based on 

pixel-value-ordering and prediction-error expansion 

In Li et al. scheme [12], the original image with the size of 

H×W will be divided into non-overlapping pixel blocks with 

the size of h×w. Then, pixels in each block, 𝑋𝑖 =
(𝑥1, 𝑥2, … , 𝑥ℎ×𝑤), are sorted to get 𝑋𝜕 =
(𝑥𝜕(1), 𝑥𝜕(2), … , 𝑥𝜕(ℎ×𝑤)), where 𝜕: {1,2,… , ℎ × 𝑤} →

{1,2,… , ℎ × 𝑤} is unique one to one mapping such that 𝑥𝜕(1) ≤

𝑥𝜕(2) ≤ ⋯ ≤ 𝑥𝜕(ℎ×𝑤), 𝜕(𝑖) < 𝜕(𝑗) if 𝑥𝜕(𝑖) = 𝑥𝜕(𝑗) and 𝑖 < 𝑗. 

Then, the maximum pixel was predicted by the second largest 

pixel. Similarly, the minimum pixel was predicted by the 

second smallest pixel. The corresponding prediction error can 

be obtained by using (1): 

{
𝑃𝐸𝑚𝑎𝑥 = 𝑥𝜕(ℎ×𝑤) − 𝑥𝜕(ℎ×𝑤−1)
𝑃𝐸𝑚𝑖𝑛 = 𝑥𝜕(1) − 𝑥𝜕(2)

.    (1) 

Then, the histogram of prediction errors was generated as 

shown in Fig. 1. The secret bit can be embedded into the 

prediction error when the value of such prediction error is equal 

to 1 or -1, whereas the prediction error with the value of 0 is 

kept unchanged. If the prediction errors which are larger than 1 

or smaller than -1 are shifted by 1 unit toward the right or the 

left to ensure reversibility. To embed data, in Li et al.’s method, 

the prediction error 𝑃𝐸𝑚𝑎𝑥  and 𝑃𝐸𝑚𝑖𝑛  are modified by using 

(2) and (3) 

𝑃𝐸′𝑚𝑎𝑥 = {
𝑃𝐸𝑚𝑎𝑥 𝑖𝑓 𝑃𝐸𝑚𝑎𝑥 = 0
𝑃𝐸𝑚𝑎𝑥 + 𝑠 𝑖𝑓 𝑃𝐸𝑚𝑎𝑥 = 1
𝑃𝐸𝑚𝑎𝑥 + 1 𝑖𝑓 𝑃𝐸𝑚𝑎𝑥 > 1

,     (2) 
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𝑃𝐸′𝑚𝑖𝑛 = {
𝑃𝐸𝑚𝑖𝑛 𝑖𝑓 𝑃𝐸𝑚𝑖𝑛 = 0
𝑃𝐸𝑚𝑖𝑛 − 𝑠 𝑖𝑓 𝑃𝐸𝑚𝑖𝑛 = −1
𝑃𝐸𝑚𝑖𝑛 − 1 𝑖𝑓 𝑃𝐸𝑚𝑖𝑛 < −1

 ,    (3) 

where 𝑠 ∈ {0,1} denotes as the secret message bit to be 

embedded. 

Then, the mark image is constructed by using (4). It is noted 

that for each block, only the maximum pixel 𝑥𝜕(ℎ×𝑤) and the 

minimum pixel 𝑥𝜕(1) are modified in Li et al.’s scheme. 

{
𝑥′𝜕(ℎ×𝑤) = 𝑥𝜕(ℎ×𝑤−1) + 𝑃𝐸′𝑚𝑎𝑥
𝑥′𝜕(1) = 𝑥𝜕(2) + 𝑃𝐸′𝑚𝑖𝑛

.   (4) 

C. Pixel-based pixel value ordering predictor for high-

fidelity reversible data hiding scheme 

In [12], the EC of PVO-based scheme is limited; the main 

reason is that only two pixels in the block are utilized for 

embedding data. To solve this problem, Qu et al. [14] proposed 

a novel pixel-based PVO method where each pixel is predicted 

by its sorted context pixels. In their scheme, some pixels which 

are neighboring of the current pixel of block are defined as 

context pixels C. Before prediction, sorting and ordering the 

context pixels must be executed. The prediction value is made 

by max(C) or min(C), the maximum or minimum of context 

pixel vector C. The description of this predictor is expressed by 

using (5):  

𝑥 =

{
 
 

 
 
𝑚𝑎𝑥(𝐶) 𝑚𝑎𝑥(𝐶) ≠ 𝑚𝑖𝑛(𝐶) , 𝑥 ≥ 𝑚𝑎𝑥(𝐶)

𝑚𝑖𝑛(𝐶) 𝑚𝑎𝑥(𝐶) ≠ 𝑚𝑖𝑛(𝐶) , 𝑥 ≤ 𝑚𝑖𝑛(𝐶)

254 𝑚𝑎𝑥(𝐶) = 𝑚𝑖𝑛(𝐶) =254, 𝑥 = 254
𝑉𝐶 𝑚𝑎𝑥(𝐶) = 𝑚𝑖𝑛(𝐶) = 𝑉𝐶, 𝑥 ≤ 𝑉𝐶, 𝑉𝐶 < 254

𝑠𝑘𝑖𝑝 𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒

. (5) 

where VC is a constant number and 𝑉𝐶 = 𝑚𝑎𝑥(𝐶) =
𝑚𝑖𝑛(𝐶). 

Then, the stego pixels are calculated by the Equation (6)  

�̃� =

{
 
 
 

 
 
 
𝑥 + 𝑠 𝑚𝑎𝑥(𝐶) ≠ 𝑚𝑖𝑛(𝐶) , 𝑥 = 𝑚𝑎𝑥(𝐶)

𝑥 + 1 𝑚𝑎𝑥(𝐶) ≠ 𝑚𝑖𝑛(𝐶) , 𝑥 > 𝑚𝑎𝑥 (𝐶)

𝑥 − 𝑠 𝑚𝑎𝑥(𝐶) ≠ 𝑚𝑖𝑛(𝐶) 𝑥 = 𝑚𝑖𝑛 (𝐶)

𝑥 − 1 𝑚𝑎𝑥(𝐶) ≠ 𝑚𝑖𝑛(𝐶) 𝑥 < 𝑚𝑖𝑛 (𝐶)

𝑥 + 𝑠 𝑚𝑎𝑥(𝐶) = 𝑚𝑖𝑛(𝐶) =254, 𝑥 = 254
𝑥 − 𝑠 𝑚𝑎𝑥(𝐶) = 𝑚𝑖𝑛(𝐶) = 𝑉𝐶, 𝑉𝐶 < 254, 𝑥 = 𝑉𝐶
𝑥 − 1 𝑚𝑎𝑥(𝐶) = 𝑚𝑖𝑛(𝐶) = 𝑉𝐶, 𝑉𝐶 < 254, 𝑥 < 𝑉𝐶

. (6) 

where 𝑠 is the secret bit to be embedded. 

In Li et al.’s scheme [12], the cover image is partitioned into 

non-overlap blocks. Then prediction errors are calculated in a 

block-by-block manner. Thus, the maximum embedding 

capacity for each block is therefore at most two bits. In [14], 

although the cover image is divided into overlap blocks for 

better embedding capacity, however, the block with pixels in 

the edge is also considered during embedding process. That 

caused more distortion of the stego image. As a result, the 

embedding capacity of the scheme [14] can be improved 

further. However, their image quality is unsatisfied. In addition, 

it can be seen that in Table I, the average percentage of pixels 

located in the edge areas is more than 10%. Therefore, if the 

edge areas in the cover image are prevented during the 

embedding process, the smaller distortion of the image is 

achieved. In order to increase the embedding capacity while 

maintaining the good quality of stego images, we combined of 

CED edge detection and PVO mechanism. The main steps of 

our proposed scheme are described in the following section. 

III. PROPOSED SCHEME 

In this section, we present our proposed scheme. In the 

proposed scheme, the 3 least significant bits (LSBs) of each 

pixel in the cover image are first removed to obtain image IMSB. 

Next, CED detector is applied on this image IMSB to get edge 

matrix Iedge. Then, according to the matrix Iedge, the cover image 

I is divided into smooth and rough areas. In our scheme, CED 

edge detection is used to achieve a fairly good balance in noise 

restriction and edge detection. In the smooth areas, all blocks 

with the size of 2×2 are scanned in raster scan order. Pixels of 

the smooth block are predicted and used to embed data by using 

PVO algorithm. Fig. 2 shows the framework of the proposed 

data embedding process. 

A. Pixel prediction 

Inspired of the prediction manner in the Qu et al.’s scheme 

[14], to increase the embedding capacity, the pixel prediction 

algorithm is modified. In addition, before pixel prediction, the 

noise level NL of block is calculated by using (7). If 𝑁𝐿 ≤ 𝑇, it 

means the current pixel of block can be used to carry the secret 

bit. Otherwise, the block will be skipped to ensure low 

distortion, where 𝑇 is a given threshold and it is used to control 

the distortion of the stego images. In our scheme, 𝑇 is in the 

range [0, 5]. Noticed that when the larger value of 𝑁𝐿 is used, 

the larger distortion of the stego image is obtained, therefore, 

the value of T should be limited as small as possible for good 

image quality. 

𝑁𝐿 = 𝑚𝑎𝑥(𝑃) −𝑚𝑖𝑛(𝑃).       (7) 

In each block, some neighbor pixels of the current pixel x are 

denoted as a reference vector 𝑃 = {𝑃1 , 𝑃2 , … , 𝑃𝐶𝑁} where 𝐶𝑁 is 

the number of pixels. Then, the current pixel can be predicted 

by 𝑚𝑎𝑥(𝑃) (the maximum pixel) or 𝑚𝑖𝑛(𝑃) (the minimum 

pixel) of the reference vector. There are only two cases of the 

prediction, i.e., 𝑚𝑎𝑥(𝑃) ≠ 𝑚𝑖𝑛(𝑃) and 𝑚𝑎𝑥(𝑃) = 𝑚𝑖𝑛(𝑃). 

 
Fig. 1. Histogram of prediction errors. 

TABLE I 

THE PERCENTAGE OF PIXELS LOCATED IN EDGE AREAS IN THE IMAGE 

Images 

(512×512

) 

Number of Pixel located in the 

edge areas 
Percentage 

Lena 22,550 8.6% 

Baboon 47,673 18.2% 

Barbara 26,894 10.3% 

Airplane 21,317 8.1% 

Tiffany 26,302 11.1% 

House 28,983 10.0% 

Average 27,286 10.4% 
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In the first case, if the current pixel value 𝑥 ≥ max(𝑃), then 

its value is predicted by 𝑚𝑎𝑥(𝑃). If the current pixel value 𝑥 ≤
𝑚𝑖𝑛(𝑃), then its value is predicted by 𝑚𝑖𝑛(𝑃).  

In the second case, all pixels in the vector 𝑃 have the same 

value, denoted as 𝑉𝑃. Then, the current pixel x is predicted in 

two scenarios: If the current pixel 𝑥 ≥ 𝑉𝑃, it will be predicted 

by 𝑉𝑃. Otherwise, the prediction error is 𝑉𝑃 − 1 when the 

current pixel 𝑥 ≤ 𝑉𝑃 − 1. In addition, when the current pixel 

value x is in the middle of the values of 𝑚𝑎𝑥(𝑃) and 𝑚𝑖𝑛(𝑃), 
the current pixel has to be skipped without prediction. The 

current pixel x in each block can be predicted by the context 

pixels P2, P3, P4 by using (8): 

𝑥 =

{
 
 

 
 
𝑚𝑎𝑥(𝑃) 𝑚𝑎𝑥(𝑃) ≠ 𝑚𝑖𝑛(𝑃) , 𝑥 ≥ max(𝑃)

𝑚𝑖𝑛(𝑃) 𝑚𝑎𝑥(𝑃) ≠ 𝑚𝑖𝑛(𝑃) , 𝑥 ≤ min(𝑃)

𝑉𝑃 𝑚𝑎𝑥(𝑃) = 𝑚𝑖𝑛(𝑃) = 𝑉𝑃 , 𝑥 ≥ 𝑉𝑃
𝑉𝑃 − 1 𝑚𝑎𝑥(𝑃) = 𝑚𝑖𝑛(𝑃) = 𝑉𝑃, 𝑥 ≤ 𝑉𝑃 − 1
𝑠𝑘𝑖𝑝 𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒

. (8) 

Moreover, to avoid the underflow and overflow problems,  

the pixels with value of 0 will be modified to 1 and the pixels 

with value of 255 will be modified to 254. These modifications 

are recorded by a location map to guarantee the reversibility. 

B. Embedding procedure 

+ Input: The original image I with the size of m×n, the secret 

bits 𝑆. 

+ Output: The marked image 𝐼′. 
 

Embedding algorithm 

Determine the smooth area by applying CED to 𝐼 

for each block 𝑃 in smooth area do 

Compute 𝑁𝐿 by Equation (7) 

if 𝑁𝐿 <= 𝑇 then 

Calculate the prediction 𝑥 by Equation (8) 

Calculate the prediction error 𝑒 by Equation (9) 

if min (𝑃) ≠ max (𝑃) then 

Modify 𝑒 to 𝑒’ by Equation (10) 

else 

Modify 𝑒 to 𝑒’ by Equation (11) 

Update the original pixel 𝑥 to 𝑥’ by Equation (12) 

end if 

else skip the current block 

end if 

end for 

Embedding auxiliary information 

 

The detail of above mentioned pseudocode of embedding 

algorithm as followings: 

Step 1: Remove 3 LSBs of the cover image and apply CED 

to generate the edge matrix Iedge. 

Step 2: According to the matrix Iedge, divide I into overlap 

blocks 𝑃 with the size of 2×2. For each block, compute the 𝑁𝐿 

value by using (7) and predict for current pixel x or skip this 

pixel depending on 𝑁𝐿. 

Step 3: Calculate the prediction error e between the current 

pixel value and prediction pixel value by using (9): 

𝑒 = 𝑥 − 𝑥.          (9) 

Step 4: If 𝑚𝑎𝑥(𝑃) ≠ 𝑚𝑖𝑛 (𝑃), the modification of prediction 

error is implemented by using (10) where 𝑠 = {0,1} is data 

embedding. 

𝑒′ =

{
 

 
𝑒 + 𝑠 𝑖𝑓 𝑒 = 0 𝑎𝑛𝑑 𝑥 = 𝑚𝑎𝑥(𝑃)

𝑒 + 1 𝑖𝑓  𝑒 > 0

𝑒 − 𝑠 𝑖𝑓 𝑒 = 0 𝑎𝑛𝑑 𝑥 = 𝑚𝑖𝑛(𝑃)

𝑒 − 1 𝑖𝑓 𝑒 < 0

.    (10) 

When 𝑚𝑎𝑥(𝑃) = 𝑚𝑖𝑛(𝑃) = 𝑉𝑃 (all context pixels have the 

same value), the initial prediction error 𝑒 is modified to be 𝑒′ 
by using (11) 

𝑒′ = {

𝑒 + 𝑠 𝑖𝑓 𝑒 = 0 𝑎𝑛𝑑 𝑥 = 𝑉𝑃
𝑒 + 1 𝑖𝑓 𝑒 > 0
𝑒 − 𝑠 𝑖𝑓 𝑒 = 0 𝑎𝑛𝑑 𝑥 = 𝑉𝑃 − 1
𝑒 − 1 𝑖𝑓 𝑒 < 0

.    (11) 

After that, the current pixel will be updated to achieve 

marked pixel by using (12) 

𝑥′ = 𝑥 + 𝑒′.          (12) 

Continue the steps until all secret bits are embedded and the 

location of last embedded pixel Pend is recorded  

Step 5: Embedding auxiliary information: Record the least 

significant bits (LSB) of first 𝑙𝑜𝑔2(𝑛 ×𝑚) + 21 image pixels 

to obtain a binary sequence SSLB. Then, replace LSB of those 

pixels by the auxiliary information, i.e., the compressed 

location map (𝑙𝑜𝑔2(𝑛 ×𝑚) bits), the threshold T (3 bits), the 

last embedded pixel Pend (18 bits).  

Finally, the sequence SSLB is also embedded into the original 

image from the pixel with the position Pend+1 by the same 

manner in Step 4 to generate the marked image 𝐼′. Fig. 3 shows 

an example of embedding process in two cases. 

 

 
Fig. 3. An example of embedding process 

 
Fig. 2. (a) Framework of the proposed data embedding process; (b) example 

of the block 22. 
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C. Extracting procedure 

+ Input: The marked image 𝐼′. 
+ Output: The original image 𝐼, the secret bits 𝑆. 

Extracting algorithm 

Determine the smooth area by applying CED to 𝐼′ 

Extracting auxiliary information 

for each block 𝑃 in smooth area do 

Compute 𝑁𝐿 by equation (7) 

if 𝑁𝐿 <= 𝑇 then 

Calculate the prediction 𝑥′̂ by equation (8) 

Calculate the prediction error 𝑒′ by equation (13) 

Extract secret bit by the equation (14) 

Restore 𝑒′ to 𝑒 by equation (15) 

Update the marked pixel 𝑥′ to 𝑥 by equation (16) 

else skip this block 

end if 

end for 

The detail of above mentioned pseudocode of extracting 

algorithm as followings: 

Step 1: Remove 3 LSBs bits of the marked image. Then, the 

CED is applied to generate the matrix I’edge that is used to 

determine whether the marked pixels belong to the smooth or 

rough areas.  

Step 2: Extract the auxiliary information from LSB of first 

𝑙𝑜𝑔2(𝑛 ×𝑚) + 21 marked pixels, i.e., the compressed location 

map, the threshold T and the last embedded pixel Pend.  

Step 3: According to auxiliary information, extract the secret 

bits from the last embedded pixel in reverse order with 

embedding procedure. The smooth area of the marked image is 

divided into overlap blocks 𝑃 with the size of 2×2. The current 

pixel 𝑥′ of each block can be predicted by Equation (8) to obtain 

the prediction value 𝑥′̂. 
Step 4: Calculate the prediction error by using (13): 

𝑒′ = 𝑥′ − 𝑥′̂.           (13) 

Step 5: When the prediction error is equal to -1, 0 or 1, the 

secret bit 𝑠 can be extracted according to Equation (14). 

Otherwise, there is no bit is extracted. 

𝑠 = {
0 𝑖𝑓 𝑒′ = 0

1 𝑖𝑓 𝑒′ = 1 𝑜𝑟 𝑒′ = −1
.      (14) 

Then, the prediction error is modified by using (15): 

𝑒 =

{
 
 

 
 
𝑒′ 𝑖𝑓 𝑒′ = 0

𝑒′ − 𝑠 𝑖𝑓 𝑒′ = 1 

𝑒′ + 𝑠 𝑖𝑓 𝑒′ = −1
𝑒′ − 1 𝑖𝑓 𝑒′ > 1

𝑒′ + 1 𝑖𝑓 𝑒′ < −1

.        (15) 

Last, original value pixel will be recovered by using (16): 

𝑥′′ = 𝑥 = 𝑥′̂ + 𝑒.         (16) 

Repeat from step 3 to step 5 until all secret bits are extracted 

completely. Then, extract the sequence SSLB from the pixel with 

the position Pend+1 to recover the LSB of first 𝑙𝑜𝑔2(𝑛 ×𝑚) +
21 pixels of image 𝐼′ by LSB substitution. Later, the restored 

image 𝐼′′ is generated. Next, according to the location map, the 

pixels with the value of 1 or 254 in the image 𝐼′′ will be 

modified to 0 or 255 to reconstruct the original image 𝐼. 

IV. EXPERIMENTAL RESULTS 

In this section, the proposed scheme was tested on publicly 

available, eleven standard images in Fig. 5. All test images with 

the size of 512×512 are downloaded from the USC-SIPI image 

database. In proposed scheme, we use three types of secret bit 
for testing: 1) the binary TVU logo; 2) the random bit stream 

by using random function in MATLAB and 3) the binary image 

Rice with the size of 256×256. After that, some tables are 

presented for comparing the experimental results of proposed 

scheme with [12, 13, 14, 18] schemes. Our computations were 

implemented on a laptop with an Intel(R) Core (TM) i5-8250U 

CPU (6M Cache, 1.60 GHz), 8 GB of RAM. The experiments 

results are performed on Windows 10 Pro 64-bit and by 

MATLAB R2014a. 

A. Reversibility 

To demonstrate the reversibility of the proposed method, we 

present an example of embedding process as Fig. 4 in two cases 

of secret bit, 𝑠 = 0 and 𝑠 = 1 . It can be seen in Fig. 4, the secret 

bit and the original image can be restored exactly in two cases. 

B.  Image quality 

 
Fig. 5. The images dataset and secret images (TVU logo and Rice) 

     
Fig. 4. An example of extracted process in two cases 
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To demonstrate the superiority of the proposed scheme, we 

compared the proposed scheme to PVO, IPVO, PPVO and 

QPVO schemes [12, 13, 14, 18] as shown in Fig. 6. For fair 

comparison, in the experiment results, the parameter T is set as 

T=0.5R, to maintain the balance between the embedding 

capacity and the quality image of the QPVO scheme. Here, R is 

block complexity for the whole image. The embedding capacity 

is varied from 5,000 bits to its maximum with a step size of 

1,000 bits. Although the proposed scheme and four other 

schemes [12, 13, 14, 18] are based PVO, however, the better 

performance was obtained by the proposed method than by four 

other schemes [12, 13, 14, 18] in most cases.  

 
TABLE II 

COMPARISON OF THE PSNR (DB) VALUES BETWEEN PROPOSED SCHEME AND 

FOUR PREVIOUS SCHEMES FOR EC OF 10,000 BITS FOR TVU LOGO 

Images 
PVO 

[12] 

IPVO 

[13] 

PPVO 

[14] 

QPVO 

[18] 
Proposed 

Lena 56.48 57.82 58.12 57.86 59.51 

F16 57.92 58.35 58.18 58.43 58.43 

Barbara 55.79 56.93 56.27 57.30 57.91 

Boat 58.80 59.14 59.01 59.20 59.07 

Tiffany 56.46 57.24 56.85 57.68 57.88 

House 59.29 60.85 61.14 61.79 61.79 

Sailboat 55.32 56.19 56.30 58.11 58.02 

Elaine 54.35 55.57 55.99 56.07 56.16 

Gold hill 57.82 57.92 58.13 57.74 57.98 

Peppers 55.46 56.31 56.04 56.56 56.43 

Baboon 51.48 52.30 52.25 53.96 54.12 

Average 56.29 57.15 57.12 57.70 57.94 

 

Fig. 6 shows the embedding performance of our proposed 

scheme and four other schemes for different test images. In 
most of test images, the top curve is our proposed scheme. With 

the same of PSNR value, the embedding capacity of our 

proposed scheme is higher than those of the other four schemes. 

Fig. 6 shows that the proposed scheme achieved the larger 

embedding capacity and the less image distortion than the other 

four schemes for all of the images (except for Baboon image) 

that were tested. This is because the proposed scheme skipped 

all the edge areas so that the better exploitation of smooth areas 

in the cover image and the minimum modification can be. In 

almost all test images, the PSNR of our scheme is always better 

than other schemes [12, 13, 14, 18] in the same embedding 

capacity. 

 
TABLE III 

COMPARISON OF THE PSNR (DB) VALUES BETWEEN PROPOSED SCHEME AND 

FOUR PREVIOUS SCHEMES FOR EC OF 20,000 BITS FOR TVU LOGO 

Images 
PVO 

[12] 

IPVO 

[13] 

PPVO 

[14] 

QPVO 

[18] 
Proposed 

Lena 52.97 54.29 54.14 54.75 55.89 

F16 55.35 55.77 55.53 55.92 55.72 

Barbara 51.38 53.11 53.02 53.93 54.62 

Boat 54.99 55.78 55.66 55.95 55.95 

Tiffany 53.31 54.41 54.11 54.87 55.12 

House 53.02 55.92 58.07 57.23 58.87 

Gold hill 52.50 53.00 53.13 53.62 54.53 

Peppers 52.30 53.17 52.93 53.34 53.44 

Average 53.23 54.43 54.57 54.95 55.52 

 

Tables II and III show the comparison results for EC of 10,000 

bits and 20,000 bits when the embedded image is logo TVU, 

respectively. From Tables II and III, it is obvious that the 

proposed method shows better image quality than other existing 

schemes, i.e., PVO, IPVO, PPVO and QPVO. It is 
demonstrated that the proposed scheme achieves better visual 

quality whenever its embedding capacity is the same number of 

bits as its related other works. Specifically, our average PSNR 

reached above 57.9 dB and 55.5 dB when the EC is 10,000 bits 

and 20,000 bits, respectively. 

 
TABLE IV 

COMPARISON OF THE PSNR (DB) VALUES BETWEEN PROPOSED SCHEME AND 

FOUR PREVIOUS SCHEMES FOR EC OF 10,000 BITS FOR RANDOM BITSTREAMS 

Images 
PVO 

[12] 

IPVO 

[13] 

PPVO 

[14] 

QPVO 

[18] 
Proposed 

Lena 58.69 60.08 60.52 60.16 60.66 

F16 58.68 59.20 58.99 59.30 59.30 

Barbara 56.24 57.52 56.78 57.95 58.67 

Boat 59.75 60.18 60.02 60.26 60.10 

Tiffany 56.99 57.89 57.43 58.40 58.64 

House 60.37 62.50 62.93 63.95 63.95 

Sailboat 55.72 56.68 56.81 58.91 58.81 

Elaine 54.67 56.00 56.46 56.55 56.64 

Gold hill 58.56 58.69 58.93 58.47 58.75 

Peppers 55.88 56.83 56.52 57.11 56.95 

Baboon 51.64 52.49 52.44 54.25 54.01 

Average 57.02 58.00 57.98 58.66 58.77 

 

When the embedded image is the random bitstreams, the 

proposed scheme also obtained the higher image quality than 

[12, 13, 14, 18] in the average. Tables IV, V show the 

comparison results when the embedded image is random 

bitstream with the EC of 10,000 bits and 20,000 bits, 

respectively. 

 
TABLE V 

COMPARISON OF THE PSNR (DB) VALUES BETWEEN PROPOSED SCHEME AND 

FOUR PREVIOUS SCHEMES FOR EC OF 20,000 BITS FOR RANDOM BITSTREAMS 

Images 
PVO 

[12] 

IPVO 

[13] 

PPVO 

[14] 

QPVO 

[18] 
Proposed 

Lena 52.97 54.29 54.14 54.75 55.89 

F16 55.35 55.77 55.53 55.92 55.72 

Barbara 51.38 53.11 53.02 53.93 54.62 

Boat 54.99 55.78 55.66 55.95 55.95 

Tiffany 53.31 54.41 54.11 54.87 55.12 

House 53.02 55.92 58.07 57.23 58.87 

Gold hill 52.50 53.00 53.13 53.62 54.53 

Peppers 52.30 53.17 52.93 53.34 53.44 

Average 53.23 54.43 54.57 54.95 55.52 
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Fig. 6. The performance comparison between the proposed scheme and four previous schemes [12, 13, 14, 18] for the test images of SIPI image data set. 
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Table VI and VII showed the comparison of the average 

PSNR of the proposed scheme with four other schemes when 

the all three secret images are embedded. The EC is also 10,000 

bits and 20,000 bits, respectively. According to Tables VI, our 

scheme gets the better visual quality than four other schemes 

[12, 13, 14, 18] in most cases, except for Baboon, Boat and 
Peppers images. Our scheme gives slightly lower PSNR than 

QPVO [18] because in those images, the number of pixels in 

the edge area is very large. Once the pixels of a block are 

located in the edge area, the prediction value is often different 

from the current pixel 𝑥. It means the current pixel 𝑥 can not 

carry data, but it is still shifted for reversibility. Therefore, the 

PSNR of the marked image is slightly reduced when the more 

pixels of the cover image are in the edge. However, the 

proposed scheme obtained the higher image quality than that of 

three other schemes, PVO, IPVO and PPVO [12, 13, 14]. In 
addition, the average image quality of the proposed scheme is 

superior among five schemes when the larger amount of the 

secret bits is used. It can be seen in Table VII, the proposed 

method outperforms all others schemes for all test images. Our 

average PSNR is also the highest one among five schemes. 

Fig. 7 compares the average PSNR results of five schemes for 

the embedding capacities of 5,000, 10,000, 15,000, 20,000 and 

25,000 bits. It is demonstrated that on average, our scheme 

achieves the higher PSNR than that of the existing works by at 

least 0.3 dB 

 

V. CONCLUSION 

In this paper, a new RDH scheme based on edge detection 

and pixel value ordering is proposed. In the proposed scheme, 

the cover image is divided into smooth or rough areas by Canny 

edge detection algorithm. Then, pixels that belong to the 

smooth areas are used to carry the secret data by using pixel 

value ordering algorithm. By excluding all pixel located in the 

edge areas during embedding process, the proposed scheme 

achieves the better image quality. When compared with the 

previous arts, the proposed scheme obtains the higher 

embedding capacity under the same PSNR. Moreover, the 

experimental results demonstrated that our proposed scheme is 

superior to other four schemes in terms of the embedding 

capacity and the image quality while maintaining the 

reversibility. In the future, to improve further the performance 

in complex images, genetic algorithm and fuzzy logic can be 

used in the proposed scheme.    
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