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Abstract—The Dual Connectivity (DC) technology has gained
a lot of momentum in the LTE Release 12 as a means to enhance
the per-user throughput and provide mobility robustness. Some
studies in the literature have discussed the interworking between
the LTE and the air interface of the upcoming Fifth Generation
(5G) in a DC scenario. That integration may provide some
benefits to meet the high throughput, reliability and availability
requirements of the 5G networks. This work firstly presents a
brief overview of the DC technology considering the integration
between 4G e 5G. Then, we highlight some open issues and
challenges for future investigation involving Radio Resource
Management (RRM) in such a scenario, which includes: (i)
user-cell association, (ii) interaction between base stations and
(iii) resource allocation. After that, we propose an extension of
a utility-based resource allocation algorithm for DC scenarios.
Finally, a performance evaluation is conducted in multi-Radio
Access Technology (RAT) LTE-NR scenarios considering the
bearer split configuration of the DC technology, where the gains
provided by the proposed algorithm are demonstrated.

Index Terms—5G, dual connectivity, heterogeneous networks,
multiple radio access technologies, radio resource management.

I. INTRODUCTION

Due to the steep increase in mobile traffic over the
past years, there have been many attempts to find new
communication technologies that further improve the end-user
experience and system performance of mobile networks. The
traffic growth has been mainly driven by the explosion in the
number of connected devices, which are always demanding
more high-quality content that requires very high transmission
rates. This resulted in a 4000-fold growth in mobile traffic over
the past 10 years [2]. As a consequence, industry and academy
have triggered investigations to develop new technologies to
meet the forecasted capacity demands.

One of the most promising alternatives to achieve the
ultra-high per-user throughput demands is to increase the cell
densification by deploying small cells (known as pico cells
and femto cells) [3], which have smaller coverage region and
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Fig. 1. Example of deployment scenario of DC composed of one MeNB
and two SeNBs. Notice that the UE-1 and UE-2 are in Single Connectivity
(SC) with the MeNB and SeNB-2, respectively, while UE-3 is in DC with
the SeNB-1 and MeNB.

lower transmit power if compared to traditional macro cells
(deployments and requirements for small cells can be found
in [4]). In these Heterogeneous Networks (HetNets), the macro
cells are responsible for providing a wide and reliable coverage
region, while the small cells can offer improved capacity in
hotspot areas and offload some traffic from the macro cell [5].
However, the deployment of small cells has the disadvantage
that, due to the smaller cell coverage area and the larger
number of cell boundaries, mobility-related issues may arise,
such as an increase in the number of cell (re)selections and
handovers.

In this context, the Dual Connectivity (DC) technology has
been proposed in the Long Term Evolution (LTE) Release 12
specifications by 3rd Generation Partnership Project (3GPP)
as one of the most relevant technologies to accomplish even
higher per-user throughput and mobility robustness, and load
balancing [6]. Given that a User Equipment (UE) is configured
with DC, it can be connected simultaneously to two Evolved
Node Bs (eNBs): a Master eNB (MeNB) and a Secondary
eNB (SeNB), which operate on different carrier frequencies
and are interconnected by traditional backhaul links (known
as X21 interface in accordance with the LTE terminology).
These X2-based backhauls are non-ideal in practice, being
characterized by a certain latency and limited capacity [4].

In Fig. 1, an example of a DC scenario is illustrated,
which is composed of a MeNB connected to two SeNBs
via non-ideal backhaul links and three UEs. UE-1 and UE-2
are in Single Connectivity (SC) with MeNB and SeNB-2,

1The X2 interface connects two neighboring eNBs in a peer to peer fashion
to assist handover and provide a means for rapid co-ordination of radio
resources.
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respectively, while UE-3 is in DC with the SeNB-1 and MeNB.
Therefore, the throughput of UE-3 would be increased by
utilizing radio resources from different eNBs.

Differently from the DC scenario presented in [3] and [6],
where a HetNet composed of LTE eNBs operating on different
frequencies was considered, another possible solution for DC
that has been exploited in the literature is a scenario with
the integration between multiple Radio Access Technologies
(RATs), where the MeNB belongs to one RAT and the SeNB
to another. In this context, some works have considered as
a possible solution for DC a tight integration between the
upcoming Fifth Generation (5G) RAT, named New Radio
(NR), and the legacy Fourth Generation (4G) RAT, namely
LTE [7], [8].

More specifically, in the LTE-NR integration, the legacy
LTE MeNB would provide a larger and more reliable coverage
region to the SeNBs using the NR technology [8], [9].
Therefore, for simplicity, in the remaining of this work,
MeNB refers to LTE MeNB and SeNB refers to NR
SeNB. The objective of this configuration is to increase the
system reliability by diminishing the occurrence of service
interruptions that might occur due to the intrinsic propagation
characteristics of millimeter Wave (mmW) used by NR
(such as higher penetration loss, lower diffraction, and signal
blocking from moving objects) or because of Non-Line of
Sight (NLOS) situations when using narrow beams with
massive Multiple Input Multiple Output (MIMO). Besides,
this integration targets the fulfillment of the 5G requirements
by means of allowing simultaneous multi-RAT connectivity
in order to provide faster mobility and Centralized/Common
Radio Resource Management (CRRM) [9].

The proposed tight interworking between the LTE and
NR technologies goes beyond the current inter-RATs
cooperation, where slow procedures allow hard handover and
access selection procedures, and are focused on coverage
purposes [8]. Furthermore, the LTE-NR tight integration would
enable the exploration of: (i) RAT diversity, where either the
best RAT or simultaneously multiple RATs would be selected
for establishing connection, and (ii) transmission diversity,
where the same packet would be transmitted via both RATs to
enhance reliability or different packets would be transmitted
via the different RATs to increase the per-user throughput.

Considering this multi-RAT and multi-connectivity
scenario, the contributions of the present work are as follows:

1) This work firstly presents a brief overview of the DC
technology based on the concepts presented in [6] and
considering the integration between LTE and NR [1].

2) Furthermore, some challenges involving Radio Resource
Management (RRM) techniques in a DC scenario
are discussed. In this discussion, we present a
comprehensive survey involving each step of the RRM
for DC scenarios, highlight the drawbacks of the works
found in the literature, and discuss challenges and open
issues related to RRM algorithms. We also describe how
the use cases envisioned to be present in 5G scenarios
can benefit from the DC technology.

3) We also propose an extension of a utility-based resource
allocation algorithm for DC scenarios. To perform this

extension, we consider an assumption approved in 3GPP
discussions and already used in the literature.

4) Finally, we conduct a performance evaluation in
multi-RAT scenarios based on the bearer split
configuration of the DC technology and composed
of LTE-NR eNBs, where the gains provided by the
proposed algorithm are demonstrated. To the best of
our knowledge, this is the first work in the literature
conducting a performance evaluation in such scenario.

The rest of this work is organized as follows. In Section II,
we present the 5G use cases and some Key Performance
Indicators (KPIs) for 5G networks. In Section III, an overview
of the DC technology is presented following the 3GPP
recommendations of Release 12 and recent works from the
literature. In Section IV, the user connectivity solutions
are presented considering the new DC scenario. Challenges
involving RRM techniques in the LTE-NR scenario with
DC are presented in Section V. Section VI presents the
performance evaluation considering 5G multi-RAT scenarios.
Finally, in Section VII, the conclusions and perspectives of
future work are drawn.

II. USE CASES AND KPIS FOR 5G NETWORKS

5G networks are expected to support a wide range of
applications/services, which poses new challenges on the
current network technologies and in terms of RRM to meet
the diversified demands. The applications expected for the 5G
era have been categorized in three different use cases by the
International Telecommunication Union (ITU) [10]:
• Enhanced Mobile Broadband (eMBB) — which includes

services that will require seamless multi-connectivity across
different RATs operating over a wide range of frequency
bands (from sub-6GHz to mmW), and require very high
throughputs and large bandwidths, such as 4K and 3D video,
virtual and augmented reality, etc. Therefore, this category is
focused on meeting people’s demand for an ever increasing
digital lifestyle;

• Ultra-Reliable and Low-Latency Communications
(URLLC) — that comprises vehicular communication
(e.g., to support autonomous cars) and remote control (e.g.,
remote robotics, medical surgery or tactile Internet), which
are applications related to the digital industry and demand
very low latency, and very high reliability and availability;

• Massive Machine-Type Communications (mMTC) —
that involves applications for a further developed digital
society with a large number of connected devices
transmitting small amounts of data such as in smart
cities and smart home/building, which are characterized by
requiring low bandwidth, high connection density, enhanced
coverage, and low energy consumption.
In order to support the rigorous requirements of the

upcoming eMBB, URLLC and mMTC applications, the ITU
and 3GPP have been discussing more strict values for some
KPIs [10], [11]. Some of the most important KPIs are shown
in Table I.

The services/applications from the eMBB and URLLC use
cases may benefit from the DC technology in order to fulfill the
requirements presented in Table I and the other requirements
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TABLE I
KPIS VALUES EXPECTED FOR 5G NETWORKS.

KPI Use case Target value Ref.’s

Peak data ratea eMBB 10 Gbps for UL [10], [11]
eMBB 20 Gbps for DL [10], [11]

User plane latency
eMBB 4 ms for UL and DL [10], [11]
URLLC 0.5 ms for UL and DL [11]
URLLC 1 ms for UL and DL [10]

User experienced data ratea eMBB (dense urban) 50 Mbps for UL [10]
eMBB (dense urban) 100 Mbps for DL [10]

Mobilityb

High speed vehicular 120 km/h to 500 km/h [10], [11]
Vehicular 10 km/h to 120 km/h [10]
Pedestrian 0 km/h to 10 km/h [10]
Stationary 0 km/h [10]

Mobility interruption time eMBB and URLLC 0 ms [10], [11]

Battery life mMTC 10 to 15 years [11]
a The peak data rate is defined as the maximum data rate under ideal conditions (in bps),
i.e., under error-free conditions and when all assignable radio resources for the corresponding
link direction are utilized. The user experienced data rate is the 5% point of the Cumulative
Distribution Function (CDF) of the user throughput.
b The maximum UE speed (in km/h) at which a defined Quality of Service (QoS) can be
achieved.

discussed in [10], [11]. Some discussion related to how DC
might assist in meeting these requirements is latter presented
in Section V. However, before presenting this discussion, the
next two sections present the architectures for DC and how
the UEs might be connected to those new architectures.

III. SYSTEM ARCHITECTURES FOR DUAL CONNECTIVITY

In order to allow more flexible and cost-effective HetNet
deployments, a new network architecture has been proposed
and attracted a lot of attention during the standardization
process of the LTE Release 12. In this architecture, there
is a split between the Control and User Planes, where,
basically, the Control Plane is responsible for transmitting
system information and controlling the UE connectivity, and
the User Plane (also referred as Data Plane) handles UE
specific data [5]. Considering this separation, the Control and
User Planes might not be transmitted by the same network
node, which brings important new features that enable the DC,
as explained in more details in the sequel.

Furthermore, this architecture allows network operators
to be more flexible in the network management by, for
example, designing the MeNBs to handle the UE connectivity
and the SeNBs to be activated only when there is data
to be transmitted [5], which would decrease SeNBs’ power
consumption.

A. User Plane

Considering the perspective of the User Plane, after an
evaluation of several possible options, two DC solutions
have been standardized by 3GPP: (i) the User Plane data is
split in the Core Network (CN)2, which corresponds to the

2We consider that the CN, among other entities, is composed by the
Mobility Management Entity (MME), which is responsible for the Control
Plane mobility management, the Serving Gateway (S-GW) and Packet Data
Network Gateway (P-GW), which routes and forwards the User Plane to the
eNBs.

1A configuration, or (ii) the User Plane is split in the MeNB,
which is known as the 3C configuration [3], [6], illustrated
in Fig. 2. Besides these two configurations, legacy SC is also
shown. The User Plane is composed by the following protocol
layers: Packet Data Convergence Protocol (PDCP), Radio Link
Control (RLC) and Medium Access Control (MAC) [6].

User Plane: 1A configuration

This configuration is depicted in Fig. 2b. The number 1
means that the S1-U (i.e., the S1 interface3 related to the User
Plane) terminates at both MeNB and SeNB, and the letter A
stands for independent PDCP layers, i.e., there are independent
User Plane end points in both MeNB and SeNB.

The 1A configuration is in practice realized by the
establishment of two types of radio bearers: (i) Master Cell
Group (MCG) bearers and (ii) Secondary Cell Group (SCG)
bearers. A MCG bearer is a radio bearer that is served only
by the MeNB, as the Radio Bearer #1 in Fig. 2b, while a
SCG is a radio bearer served only by the SeNB, as the Radio
Bearer #2 in Fig. 2b. In order to support these bearers, both
MeNB and SeNB need to have a S1-U termination. Some
authors consider that in this case there is a data (bearer) split
in the CN. Therefore, for these two types of bearers, when
a radio bearer is configured, it can only be transmitted from
or towards either the MeNB or the SeNB involved in the DC
configuration [3].

Since both MeNB and SeNB have a S1-U link, an advantage
of this configuration is that the MeNB does not need to
buffer or process the packets that come from a bearer that is
transmitted by the SeNB. However, a drawback is that a UE
cannot utilize radio resources across the MeNB and SeNB for
the same bearer. This situation is illustrated in Fig. 2b, where

3The S1 interface is a link between an eNB and an Evolved Packet Core
(EPC), providing an interconnection point between the Evolved Universal
Terrestrial Radio Access Network (E-UTRAN) and the EPC. It is also
considered as a reference point.



JOURNAL OF COMMUNICATION AND INFORMATION SYSTEMS, VOL. 33, NO.1, 2018. 285

(a) Single connection. (b) 1A configuration: User Plane split in CN. (c) 3C configuration: User Plane split in MeNB.
Fig. 2. Radio protocol architecture for SC (legacy) and DC.

albeit the UE is in DC with both MeNB and SeNB, the UE
transmission of the radio bearers #1 and #2 are independent
for the MeNB and SeNB. Therefore, the user throughput for
a given application is not increased by the DC itself [6].

User Plane: 3C configuration

This configuration is illustrated in Fig. 2c. The number 3
means that the S1-U terminates at the MeNB and bearer split
is performed in the MeNB, thus there might exist a single
bearer for each UE in DC and its flow split occurs in the
MeNB. The letter C stands for independent RLC layers, i.e.,
there is a single PDCP layer located at the MeNB and two
independent RLC layers in the MeNB and SeNB.

Most studies consider that the PDCP is implemented in
the MeNB. However, there is also the option of moving the
common PDCP layer to the CN, being implemented in a new
coordination entity that would play the role of a gateway for
a group of LTE and NR eNBs in their coverage area [9].

Besides MCG bearers and SCG bearers, a third type of
bearer can be established using the 3C configuration, the
so-called split bearer. This type of bearer is characterized by
a single flow that is transmitted from the CN to the PDCP
protocol layer located at the MeNB. Then, the MeNB splits
the traffic and forwards the packets to the MeNB RLC and/or
the SeNB RLC [9]. The split bearer is exemplified by the radio
bearer #1 in Fig. 2c. Furthermore, this type of bearer allows the
network operators to exploit the transmission diversity, where
algorithms in the MeNB PDCP could be designed to either
(i) forward the same packets to both MeNB RLC and SeNB
RLC in order to enhance the system reliability, or (ii) forward
different packets to MeNB RLC and SeNB RLC aiming to
increase the per-user throughput.

Since there is only one S1-U termination at the MeNB
in the 3C configuration, this entity needs to route, process
and buffer all DC traffic, which is a drawback of this
alternative. Furthermore, an additional feature needed for the
3C configuration is that there has to be a flow control between

the MeNB and SeNB. On the other hand, the main benefit of
this approach is that a single UE in DC might utilize radio
resources across both MeNB and SeNB for the same bearer,
thus increasing the user throughput for a given application,
which is one of the requirements for 5G networks.

This main benefit of this alternative is illustrated in
Fig. 2c, where the radio bearer #1 is transmitted utilizing
radio resources across both MeNB and SeNB. However, this
comes at the cost of increasing the transport and processing
capabilities in the MeNB.

B. Control Plane

In the LTE protocol architecture, the Radio Resource
Control (RRC) layer is responsible for the Control Plane
functions. Some specific functions performed in this layer
are broadcast of reference signal and system information,
configuration of lower layer protocols, mobility management,
and measurement and configuration reporting. In the
following, it is presented how the RRC would work in the
DC scenarios.

Control Plane: 1A configuration

In the 1A configuration, besides having independent User
Plane stacks, the MeNB and SeNB also have independent
Control Planes, i.e., independent RRC layers. Considering the
UE mobility between SeNBs, this configuration presents some
disadvantages that are not present in the 3C configuration, such
as: (i) there has to be packet forwarding between the SeNBs,
thus service interruption may be noticeable since the MeNB is
unable to handle the SeNB bearers, and (ii) the UE mobility
is not hidden to the CN since it is necessary to involve the
MME in this process [6].

Control Plane: 3C configuration

Regarding the 3C configuration for the DC technology, the
assumption is that there is only one S1-MME connection per
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UE and this link is terminated at the MeNB. Since the RRC
functions cited in the beginning of this subsection do not
require synchronization with lower layer protocols, the authors
in [8] have proposed a common RRC across multiple RATs,
which allows the optimization of control functionalities in
order to enhance the overall system performance. Considering
the integration LTE-NR, this common Control Plane could be
handled by the MeNB with the objective of providing a more
robust system, thus the MeNB will be the entity responsible
for the maintenance of the RRC connections. This implies that
the MeNB controls the DC configuration: it is responsible
for generating and sending all RRC messages to the UE.
Consequently, the UE RRC entity receives all messages sent
only from one entity, located at the MeNB, and the UE only
responds back to that entity [6].

The transmission of RRC messages is not supported via
the SeNB. Thus, if the SeNB needs to change or release its
own part of the RRC configuration, it sends RRC messages to
the MeNB via the X2 interface. Then, the MeNB transmits the
RRC message to the UEs. The SeNB has its own pool of radio
resources and is primarily responsible for allocating them to its
connected UEs. Notice that some coordination between MeNB
and SeNB over the X2 interface is needed in order to enable
the optimization of resource management procedures [6].

Furthermore, the common Control Plane assumption would
enable new features: (i) Control Plane diversity, where a UE
in DC having a single control point would be able to switch
links without explicit signaling, which increases reliability and
(ii) fast Control Plane switching, where the UE would be able
to be connected to a single control point via LTE or NR and
switch very fast between them [8].

IV. USER CONNECTIVITY SOLUTIONS

In Section III, the system architectures for scenarios
with DC were presented. In this section, we discuss the
possible user connectivity solutions considering the new
system architectures for DC.

A. Traditional Handover

Considering the current scenario of cellular networks, the
LTE technology supports handover inside the E-UTRAN
and also to other legacy RATs (e.g., Universal Mobile
Telecommunications System (UMTS), Global System for
Mobile Communications (GSM)). In the LTE technology, there
are two types of handover procedures: (i) a X2-based handover
that is performed for intra-RAT handovers only, based on
the interconnection between the source and target eNBs, and
(ii) S1-based handover which is performed when there is
no X2 interface between the eNBs or when the target eNB
belongs to a different RAT [9].

The handover between RATs, also known as Hard Handover
(HH), typically occurs when the signal from the current RAT
to which the UE is connected is below a certain threshold
and the signal from a target RAT is above another threshold.
Since this type of handover involves multiple RATs, there has
to be some communication between the source RAT and the
CN requesting the handover to the target RAT. This procedure

causes a transmission interruption for the involved UE because
there is a short gap of time where this UE is not connected to
any of the RATs, which is the main disadvantage of the HH.
This procedure is illustrated in Fig. 3a considering the new
architecture that allows Control and User Planes split.

B. Dual Connectivity

The new connectivity solution for the UEs is the DC, where
the UE has both Control and User Planes simultaneously
connected to both MeNB and SeNB. In order to benefit from
the DC, a UE needs to have separate protocol stacks (RLC and
MAC), one for the MeNB and another for the SeNB. Besides
that, the UE needs to be equipped with dual radios with both
receiver (Rx) and transmitter (Tx), thus allowing them to be
fully connected to both MeNB and SeNB. This connectivity
solution is illustrated in Fig. 3b.

This solution allows a User Plane aggregation, where a
single UE can receive a single flow over multiple RATs (the
3C configuration) or different flows on different RATs (the
1A configuration) [8].

C. Fast Switching

There is another possible user connectivity solution that has
arisen as a variant of the DC, which is known as Fast-RAT
Scheduling (FS). In this solution, the UE would have a
Control Plane connection established with two different RATs
simultaneously and only one User Plane connection active to a
given RAT, which can be rapidly switched between the RATs,
as illustrated in Fig. 3c [8], [9]. Considering the current mobile
network, this switch is only performed with a handover, which
however requires a gap of time that might introduce a short
period of service interruption.

Notice that in order to enable the possibility of this solution
for a given UE, there should exist a robust and common
Control Plane (common RRC) for both RATs [8]. Another
point that is worth mentioning is that a UE equipped with a
single radio (one Tx and Rx) would be able to enjoy this
solution since there would be only a single and common
Control Plane and only one User Plane connection at a time.

V. RADIO RESOURCE MANAGEMENT IN DC SCENARIOS

The LTE-NR scenario with DC imposes new challenges
and requires innovative solutions regarding RRM techniques.
Considering the DC scenario, some important RRM
functionalities deserve more attention in order to ensure
the proper utilization of these new connectivity solutions,
namely: (i) UE-cell association, (ii) MeNB-SeNB interaction
and (iii) resource allocation. Each of these functionalities is
discussed in more details in this section, where we present the
state-of-the-art works related to each functionality and how
the use cases presented in Section II may benefit from the DC
technology.

A. UE-cell association

The first aspect to be highlighted is the UE-cell association,
which involves the decision of how to configure UEs with
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(a) Traditional handover. (b) Dual Connectivity (DC). (c) Fast Switching (FS).
Fig. 3. Possible user connections in multi-RAT scenarios composed by LTE and NR eNBs.

DC, FS, or even SC. In [12], the problem of RAT scheduling
considering multi-RAT systems was studied, and the authors
presented multiple mathematical formulations to model the
network selection. However, the authors have not considered
DC in their scenario.

Some approaches for RAT selection in a DC scenario
using the radio quality measurements specified by 3GPP are
presented in [6] and [13], but they have not considered QoS
metrics during the RAT selection. In [14], the authors proposed
a user-centric scheme where the users are responsible for
performing the RAT selection according to criteria such as
battery level, charges for using network services and delay
in each network. However, even though they formulated
their optimization problem considering the DC possibility,
no performance evaluation was conducted in DC-enabled
scenarios. In [15], the authors formulated an optimization
problem for throughput maximization where the users had DC
capabilities, while in [16] the authors considered a throughput
maximization problem for cell selection where proportional
fairness among users was taken into account, but the HetNet
scenarios analyzed therein were composed of only LTE eNBs.
In [17], an optimal user association algorithm considering
fairness is proposed. The authors in [18] compared the amount
of control signaling involved in network-controlled and UE
autonomous mobility management for high-speed scenarios,
but still the scenario did not consider the LTE-NR integration.

Considering the LTE-NR integration, which further
complicates the problem due to intrinsic characteristics
expected for the 5G channel [8], the authors in [19] proposed
a DC protocol with the objective of allowing UEs to have
uninterrupted connection to a LTE MeNB and switching
the connection to NR SeNBs. In [20], the authors analyzed
how to improve the QoS in LTE-NR multi-RAT scenarios
by comparing different channel measurement metrics. The
authors concluded that metrics related to signal quality should
be prioritized over metrics only related to signal strength. As
a consequence, when the system load increases, less users
should stay in DC to limit the interference and increase the
performance.

Therefore, one can notice that how to best perform the RAT
selection in a LTE-NR scenario with DC needs still to be
further investigated in the literature. For instance, since the
target for mobility interruption time for the eMBB and URLLC

is 0 ms, UEs/devices from these use cases might first establish
a connection with the MeNB before performing a handover
between SeNBs, such as considered in [19]. Thus, the eMBB
and URLLC UEs/devices would be connected to the more
reliable connection provided by the LTE technology during
the handover, so that there would not exist any interruption
time. Furthermore, QoS metrics could be used coupled with
channel quality measurement for the RAT selection, such that
the user could be monitoring the quality of its two connections
and decide if it is benefiting from both connections based on
QoS and channel quality metrics. Another point is that UE
autonomous mechanisms should be preferable compared to
network-controlled ones because they demand less signaling,
as demonstrated in [18].

B. MeNB-SeNB interaction

Another important point is the MeNB-SeNB interaction.
Because of the DC technology, it is inevitable, either in the
1A or 3C configuration, to have communication between the
MeNB and SeNB via X2 interface to support their interaction
in the RRM and power control [6]. Furthermore, in the
3C configuration, an efficient flow control mechanism must
exist in the MeNB to determine the amount of data that should
be forwarded to the SeNB without overloading it or leaving
the SeNB without data to be transmitted.

Regarding the flow control mechanism for the DL in the
3C configuration, some studies are available in the literature.
In [21], a mechanism is proposed where there is a fixed
percentage of data that the MeNB sends to the SeNB. Dynamic
mechanisms based on the SeNB radio capacity and backhaul
latency or MeNB buffer status and radio capacity are proposed
in [22] and [13], respectively. In [23], a scheme of flow control
and traffic scheduling is designed as a Mixed Integer Linear
Programming (MILP) aiming at maximizing the network
throughput. The authors in [24] proposed a flow control
mechanism based on a constrained Semi-Markov Decision
Problem (SMDP) with the objective of minimizing the average
delay in the system. However, the works in [23] and [24] only
analyzed the optimal solution to their optimization problem;
the authors of [23] and [24] did not propose a tractable
suboptimal solution. All the works mentioned in this paragraph
considered LTE-based HetNet scenarios.
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The authors in [25] formulated an optimization problem
for flow control with the objective of minimizing the
power consumption at the MeNB and SeNBs considering
QoS requirements for each UE. The scenario analyzed
therein was composed of Non-Orthogonal Multiple Access
(NOMA)-enabled MeNB and SeNB. Considering the
integration between LTE and Wi-Fi, the works in [26],
[27] proposed flow control mechanisms with fairness
considerations.

Nevertheless, as far as we know, there is no work in the
literature considering the flow control in the LTE-NR scenario
with DC. This scenario poses new challenges due to the
requirements imposed by the eMBB, URLLC and mMTC use
cases, as shown in Section II.

The URLLC services are expected to have latency
requirements of 0.5 ms [11] or 1 ms [10]. Therefore, due to
this strict requirement, considering the 3C configuration, it is
not always recommended to send data from URLLC services
over the non-ideal backhaul because its latency is usually
higher than 1 ms [4]. On the other hand, due to high reliability
requirements of URLLC services, the flow control algorithm
in the 3C configuration can be designed to forward the same
packets to both MeNB RLC and SeNB RLC in order to
enhance the system reliability for these services. Considering
the eMBB applications, the flow control algorithm in the
3C-configuration should send different packets to MeNB RLC
and SeNB RLC to meet the rigorous requirements of data rate
from these applications. Furthermore, in the 1A configuration,
the eNBs serving eMBB applications to UEs in DC could
communicate aiming at increasing the per-user throughput of
these services.

Thus, flow control algorithms aiming at, for instance,
improving the load balancing between RATs, giving more
priority to a given service or maximizing the system capacity
are still to be designed for the LTE-NR scenario with DC.

C. Resource Allocation

Finally, the last step would be the resource allocation, which
involves the problem of how to schedule UEs with or without
DC. In [28], several scheduling algorithms for DL traffic are
discussed, but these schemes cannot be applied directly to
the DC scenario because they consider a single RAT. A new
version of the Proportional Fair (PF) scheduling algorithm
is presented in [29], which was modified to consider the
throughput of the DC UEs over MeNB and SeNB during
the resource allocation. This modification allowed the PF to
maintain its property of providing a good trade-off between
user fairness and system capacity. The authors in [30] studied
a cost minimization problem considering per-user minimum
rate constraints for the UL of DC-enabled scenarios, where the
authors proposed optimal rate and power allocation schemes.
In [31], a resource allocation optimization problem was
proposed for computing the user association and frequency
slots allocation with the objective of rate maximization.
Considering a DC-enabled scenario with mmW backhaul links
connecting the LTE eNBs, the authors in [32] proposed an
optimization problem considering a utility function that can
be configured to operate as max-min fairness or proportional

fairness policies. In [33], the authors have considered that
eNBs could eavesdrop UE’s data when the information is
transmitted via backhaul link and then proposed a resource
allocation scheme to guarantee secrecy of information and
minimize the power consumption and resource usage.

However, to the best of our knowledge, no scheduling
algorithm has been proposed for the LTE-NR scenario. For
this specific scenario, the algorithm to be designed should
be able to guarantee the strict delay requirements and high
throughput demands of the eMBB and URLLC use cases of
the upcoming 5G networks [10], which could be accomplished
by exploiting the different numerologies provided by the NR
technology [34]. For example, as soon as the packets from
URLLC services arrive, they should be transmitted in order to
not exceed the delay target of 0.5 ms or 1 ms. In order to meet
such strict requirements, a smaller Transmission Time Interval
(TTI) duration expected for the NR radio technology would
be very useful. For eMBB services, the preference would be
to transmit a high amount of data over the RATs to fulfill the
throughput demands.

VI. PERFORMANCE EVALUATION

This section presents a performance evaluation considering
the bearer split configuration of the DC connectivity
technology in multi-RAT scenarios composed of LTE and
NR eNBs. Firstly, the simulation assumptions along with
the proposed resource allocation solution are presented in
Section VI-A and VI-B, respectively, and then the simulation
results and discussion are shown in Section VI-C.

A. Simulation Assumptions

The simulation environment adopted in the present work is
aligned with the 3C configuration (see Section III) presented
in the 3GPP specifications in [6], [35]. The 1A configuration
was not simulated mainly because its specification is still in
progress in Release 15 of the 5G specifications by 3GPP.
Notice that for simulating the 1A configuration, we would
need to have the 5G BSs connecting to a legacy CN, which
still requires some investigation and standardization before
modeling it in a computer simulator. Another option would be
to connect the 4G and 5G BSs to a 5G CN, which also requires
some further studies to define how the connection between
4G BSs and the 5G CN is going to work. Besides that, the
first deployment of 5G BSs is predicted to be in the form of
the Non-Stand-Alone (NSA) 5G, where 5G BSs are anchored
at the 4G BSs, which follows the bearer split configuration
that is based on the 3C configuration. Therefore, given these
reasons, this paper concentrates on the performance evaluation
considering only the 3C configuration, as also done by [18],
[19], [23], [32], [36], for example.

The network topology is comprised of an hexagonal grid of
three-sector macro LTE eNBs, which are the MeNBs in our
scenario. Then, one micro NR eNB, which is the SeNB, is
randomly deployed on each sector of the LTE eNBs [11]. This
deployment is illustrated in Fig. 4. The UEs dropping criterion
follows a hotspot UE distribution per sector of the LTE MeNB,
where 75% are deployed within the NR SeNB coverage area
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and the other 25% are uniformly deployed within the LTE
MeNB sector. The NR SeNB coverage area is defined by the
region where the user measures a signal strength above a given
threshold, which is explained during the handover description.

SeNB-1

MeNB

SeNB-3

SeNB-2

UE-2

UE-1

UE-3

UE-4

X2 interface

Fig. 4. Network topology adopted for the simulations. A LTE MeNB is
positioned at the center of a three-sector hexagonal grid and one NR SeNB
is randomly deployed per sector.

Each UE is configured to have one bearer and the traffic
type of the bearer is a Constant Bit Rate (CBR) flow. The
UEs are considered satisfied if their total throughput is higher
than or equal to a throughput requirement of 20 Mbps.

All the results are evaluated as a function of the number
of UEs per MeNB sector, which includes the UEs in DC
and in SC. Furthermore, all the results are presented with the
95% bootstrap confidence interval of the mean of the samples.
A summary of the simulation parameters are presented in
Tables II and III.

The handover procedure follows the handover events and
metrics described by 3GPP in [6], [42] and widely used in the
literature, such as in [13], [18]. In our simulations, we consider
that all handover events are triggered based on Reference
Signal Received Power (RSRP) measurements [6], [42]. On
one hand, the handover between MeNBs are usually triggered
by the A3 event, which happens when a neighboring cell
becomes offset better than the current serving cell. On the
other hand, the handover between SeNBs is triggered by the
A6 event, which happens when the neighboring small cell
becomes offset better than the current serving small cell. For
a user who is in SC with a MeNB, a SeNB addition happens
based on the A4 event, which is when the neighboring small
cell becomes better than a certain threshold, which defines the
NR SeNB coverage area. On the other hand, for UEs in DC,
a SeNB release occurs when the A2 event is triggered, i.e.,
when the serving small cell signal becomes worse than a given
threshold.

The baseline flow control algorithm analyzed herein was
discussed in [21], where a fixed percentage, x%, of data is sent
by the MeNB to the SeNB via the backhaul link, and another
fixed percentage (100-x)% is sent by the MeNB to the UE.
As mentioned in section III, this flow control algorithm runs
at the PDCP layer. In the figures presenting the results and in
the results discussion, we refer to the baseline algorithm as

F(x), where x is the percentage of data sent by the MeNB to
the UEs.

The resource allocation algorithms considered herein are
employed for all LTE and NR base stations. These algorithms
are executed based on a cross-layer interaction between MAC
and physical layers. Regarding resource allocation algorithms
for benchmarking, as mentioned in Section V-C, the algorithms
described in [28] would not be suitable for applications
in DC-enabled scenarios because they consider only single
connectivity in their formulation. Thus, it would not be
fair to use those algorithms for comparison. Besides that,
the performance of the algorithms from [28] was beaten in
previous studies by the traditional PF algorithm [43], [44],
which is used as the baseline for the algorithm used as
benchmarking in this study. Therefore, only the cross-carrier
PF [13] was used for comparison, which is a modified version
of the well-known PF algorithm that attempts to guarantee
fairness in scenarios with DC by modifying the scheduling
metric. Each BS b selects the user j? to transmit on RB k at
TTI n according to

j?k,b[n] = argmax
j∈Jb

 rj,k,b[n]∑
b∈B

Tj,b[n− 1]

, (1)

where rj,k,b[n] is the achievable rate of user j on RB k of
BS b and

∑
b∈B

Tj,b[n−1] is the user throughput considering all

previous and current connections of user j to all BSs b ∈ B up
to TTI n− 1, i.e, this is the total user throughput considering
the DC.

B. Proposed resource allocation scheme

Besides the cross-carrier PF algorithm, another resource
allocation scheme was considered during the performance
evaluation, which is a contribution of the present work.
The proposed resource allocation solution is an extension
of the Throughput-based Satisfaction Maximization (TSM)
algorithm [43], which is a utility-based algorithm that was
originally proposed for users in SC. The proposed solution
running on BS b selects the user j? to transmit on RB k at
TTI n according to

j?k,b[n] = argmax
j∈Jb

{
U

′

(∑
b∈B

Tj,b[n− 1]

)
· rj,k,b[n]

}
, (2)

where U(·) is a sigmoidal function given by [44]:

U

(∑
b∈B

Tj,b[n− 1]

)
=

1

1 + e
µ

(∑
b∈B

Tj,b[n−1]−T req
j

)
/σ

, (3)

where T req
j is the throughput requirement of the user, µ = −1

yielding an ascending utility function and σ = 0.1088,
which is a parameter that controls the regulation of the
logistic function shape [44]. The modification we propose
herein compared to the original TSM is to use the total
user throughput, as done in the cross-carrier PF, so that we
capture the global QoS experience of the users, instead of
only the local experience. This modification relies on the
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TABLE II
SIMULATION PARAMETERS FOR LTE AND NR.

Parameter LTE NR Ref.’sa

Layout Macro layer: 1 hexagonal site with 3 sectors Micro layer: 1 randomly dropped NR BS per LTE
sector

[11]

Scenario 3GPP 3D Urban Macro 3GPP 3D Urban Micro [37]
Inter-site distance 1000 m – [37]
BS height 25 m 10 m [37], [38]
Carrier frequency 3.5 GHz 28 GHz [37], [38]
System bandwidth 20 MHz 100 MHz [37], [38]
Subcarrier spacing 15 kHz 60 kHz [39], [34]
Num. of RBs 100 125 [40], [34]
TTI duration 1 ms 0.25 ms [39], [34]
Num. of subcarriers per RB 12 12 [39], [34]
Num. of OFDM symbols per RB 14 14 [39], [34]
Noise figure 9 dB 9 dB [38]
BS Tx power 49 dBm 35 dBm [38], [38]
Tx antenna type Uniform linear array with 8 elements Uniform rectangular array 4 x 4 [38]
Tx antenna element pattern 3GPP 3D 3GPP 3D [37]
Offset for handover 3 dB 3 dB [18]
Minimum RSRP for connection −100 dBm −90 dBm

a Whenever two references appear, the first refers to LTE and the second to NR. Also, only one reference refers to both RATs.

TABLE III
COMMON SIMULATION PARAMETERS FOR BOTH RATS.

Parameter Value Ref.’s

Link adaptation Link level curvesa [41]
Power allocation Equal power allocation
UE distribution Uniform in the macro areab

UE height 1.5 m
UE speed 3 km/h
UE bearer type CBR
UE throughput requirement 20 Mbps
Confidence interval 95%

a For a BLock Error Rate (BLER) of 10−4.
b 75% in hotspot (within NR BS coverage area).

communication between MeNB and SeNB through backhaul
link, which is aligned with the agreements in [6] and
has already been used in the cross-carrier PF [13]. For
simplicity, in the remaining of this article, we will refer to
the cross-carrier PF algorithm just as PF. Also, the proposed
resource allocation is refered to as just TSM.

C. Simulation Results

Since the handover procedure used in all cases is equal,
the only differences between the compared algorithms are in
the flow control and resource allocation algorithms. Thus, we
differentiate the curves just by the percentage of traffic that is
sent by MeNB and SeNB, which is related to the flow control
algorithm, and the resource allocation technique employed.
Regarding the flow control algorithm, the values used for
comparison are the same used in [23], which are F(30), F(50)
and F(70). These values are sufficient to capture the important
behaviors of the performance analyses, such as the verification
of the transmission capacity of each RAT, which connection
should be used to forward the data of users in SC and DC,
and the importance of the resource allocation algorithms when
the FCA is not operating in its optimal point. More details
about the captured behaviors are presented during the results
discussion.

The percentage of satisfied users is the first performance
metric we investigate. Fig. 5 presents the percentage of
satisfied UEs when the number of UEs increases. One
can observe that the best performance is achieved by
the F(30)+TSM and F(50)+TSM. Comparing the curves
F(30)+TSM and F(30)+PF, the handover procedure and flow
control algorithm are equal, such that the gains obtained come
only from the proposed resource allocation. The gains occur
because the proposed solution aims at maximizing the user
satisfaction by allocating the resources based on their QoS
level using a well-designed utility function [44].
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Fig. 5. Percentage of satisfied UEs when the system load increases.

It is important to mention that the highest performance
obtained by both TSM and PF happened when the flow control
algorithm was F(30), i.e., when the MeNB transmitted only
30% of the data to each user and sent the other 70% to
the SeNB. Notice that, regardless of the resource allocation
algorithm, when the percentage of data sent to the MeNB
increases, the performance decreases. Consequently, higher
satisfaction values are obtained by F(30) when combined to a
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given resource allocation algorithm. The reason behind that is
the higher transmission capacity of the SeNB that is employing
the NR RAT, which has a higher bandwidth and shorter TTI.
However, notice also that the curve F(50)+TSM presented very
similar or higher performance than the F(30)+PF, showing the
importance of a well-designed resource allocation algorithm
even when the flow control algorithm is not at its best.

Fig. 6 depicts the total system throughput when the number
of UEs in the system increases. Notice again that the
combination F(30)+TSM achieved the best results. This means
that the proposed resource allocation algorithm not only is
able to maximize the user satisfaction, but it is also capable
of providing the highest system throughput values. Also, one
can see that differently from what is observed in Fig. 5, in
Fig. 6 the curve F(50)+TSM presented lower values of total
system throughput if compared to the F(30)+PF. This behavior
is explained by the fact that the flow control in F(30)+PF sends
more data to the SeNB, whose higher transmission capacity
provides better values of system throughput.
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Fig. 6. Total system throughput.

In Fig. 7, the mean user throughput values considering
all UEs in the system are presented. The best performance
obtained by the F(30)+TSM in the user satisfaction percentage
(Fig. 5) is a consequence of the results presented in Fig. 7. One
can see that even for high system loads, the mean throughput
provided by F(30)+TSM is always above the throughput
requirement of 20 Mbps. This is reflected in Fig. 5 where the
percentage of satisfied users is always kept as high as possible.

Notice, however, that for low system loads, the F(30)+PF
achieves slightly higher mean throughput values than the
F(30)+TSM. This happens because the proposed resource
allocation algorithm attempts to maximize the number of
satisfied users, which does not mean maximizing the mean
throughput of the users in the system. Notice that the policy
of allocating radio resources based on a ratio between channel
quality and throughput (see eq. (1)) guarantees a higher
mean throughput only for low system loads, but the user
satisfaction for all loads and mean throughput for high loads
is deteriorated.

Since the two best performances presented in Fig. 5, Fig. 6
and Fig. 7 were always obtained by F(30)+TSM and F(30)+PF,
the final analysis is conducted only for these two solutions.
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Fig. 7. Mean throughput of UEs.

Fig. 8 depicts the user satisfaction considering that the UEs
in the system were separated into two groups: UEs in DC
and UEs in SC. The gains provided by the F(30)+TSM are
considerably high considering the group of users in DC; up
to the system load we evaluated, all users in DC had their
throughput requirement satisfied. Notice that best performance
for the group of users in DC is also reflected for the
group of users in SC. Fig. 8 shows that the overall user
satisfaction maximization obtained by F(30)+TSM in Fig. 5 is
a consequence of maximizing the satisfaction of both groups
of users.

4 8 12 16 20
0

10

20

30

40

50

60

70

80

90

100

Number of UEs per sector

Sa
tis

fa
ct

io
n

Pe
rc

en
ta

ge
(%

)

F(30)+PF
F(30)+TSM
UEs in DC
UEs in SC

Fig. 8. Percentage of user satisfaction separating the UEs in DC and in SC.

VII. CONCLUSIONS AND PERSPECTIVES

This work presents a comprehensive overview of the DC
technology for 5G heterogeneous and multi-RAT scenarios
composed of LTE and NR base stations, including possible
options of architectures and a comprehensive survey regarding
RRM in such scenarios. Furthermore, we propose an extension
of a resource allocation scheme for DC scenarios and
demonstrated the gains it provides by means of simulations in
realistic 5G multi-RAT scenarios. It is worth mentioning that
the gains demonstrated herein come only from the resource
allocation proposal since we adopted existing handover
procedures and flow control algorithm, which shows the
importance of well-designed resource allocation algorithms
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for DC scenarios. Additionally, during the performance
evaluation, it was observed that the higher is the percentage
of data sent by the LTE MeNB, the lower is the satisfaction
levels we obtain.

As futures work, one could look at developing algorithms
for handover, flow control and resource allocation with
common objectives such that the highest possible performance
improvements are extracted from the bearer split configuration.
Some directions on how to develop such a complete framework
have been discussed throughout the present work.

The concepts and nomenclature presented in this work are
based on the Release 12 by 3GPP, more specifically on the
document [6]. However, the NR standardization process is
ongoing [45], thus some new concepts may arise and the
nomenclature might be modified. In fact, in [35] some new
entities are been discussed, such as: a new eNB, named gNode
B (gNB), which supports NR and connectivity to the Next
Generation Core Network (NGC); the gNBs and the legacy
LTE eNBs compose the New Radio Access Network (RAN);
a new network core, named NGC; and the links between
the entities in the New RAN (gNBs and LTE eNBs) are
connected to the NGC by means of a new interface, named as
NG. Furthermore, new possible configurations are presented
in [35], such as a split bearer in the SeNB. Therefore, future
works involving the DC technology should rely on the 3GPP
specifications of Release 14 and beyond.
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