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#### Abstract

A constructive method employing the Hopf fibration formalism in the design of high order modulations has recently been reported. In this paper, we demonstrate through examples that not only the design but also the labeling of these constellations can be parameterized using discrete Hopf fibres. The angular sampling of such discrete Hopf fibres has been found to provide a common geometric variety that can be shared by both the signal and the coding space of these modulations.
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## I. Introduction

IN the recent scenario of coherent optical communications the design of uncoded modulations has been performed mainly through the permutation of vector coordinates [1], [2]. The simplicity and efficiency explains why this method has gained great prominence in optical communication systems. Notwithstanding, with the advent of polarization multiplexing [3], [4], the boost in the application of high-order modulations has presented new challenges in fiber optic communications. From a historical perspective, several approaches have been made into this topic [5], [6], [7], but despite these efforts complexity is still evident when one needs to account for integrated requirements in the optical and electrical domains. To address this challenge, a constructive method for high-order modulations using the Hopf fibration between spheres was recently reported [8], [9], [10]. Now, we go further into this topic presenting some extensions of these constructive methods in the design and labeling of 4 D constellations. From [11] we can verify that the design of high-order modulations can be optimized through the rotation and translation of constellation symbols defined by polytopes. Following a resembling geometric approach, the proposed methods demonstrated here are based mainly on two mathematical tools. The first is the formalism of the

[^0]Hopf Fibration [12], [13], [14], [15] developed by Heinz Hopf in 1931. Roughly, this method can be considered as the decomposition of a geometric space in subspaces called Hopf fibres. The second tool is the embedding vertex concept applied to regular polytopes [16]. In Section (II) and (II-B) basic properties of the Hopf formalism are demonstrated in the context of classical coherent optical communications [17]. The present work shows that the Hopf fibration is not only suitable for the description of modulations but also it can be used in the labeling of 4D symbols. Both the design and labeling process account for integrated requirements in the optical (polarization) and electrical (amplitude and phase) domains. In order to demonstrate this premise we recall in section (IV) an example of application where both the Hopf fibration and the embedded vertex methods were used to expand the 6PolSK-QPSK modulation to a 14PolSK-8PSK arrangement. In section (V), we remember how the Cayley-Dickson construction of quaternions can be used for the partitioning of 4D constellations into QAM representations. It is also demonstrated that from these QAM representations we can extract qualitative metrics and shape properties of 4D modulations. Differently from previous works, here we present a simple method for the design of base 2 constellations. In section (VI), is presented how the symmetry of points in the fibration base space can influence in the requirements of the DAC. Although our focus in this work has been the design of 4D modulations, both the Hopf fibration and the embedded vertex methods can be extended to 8 D and even for 16D modulations [18].

## II. The Hopf fibration formalism

From the field of topology in mathematics, there are four widely known Hopf fibrations between spheres [12], [19]:

$$
\begin{align*}
& S^{0} \rightarrow S^{1} \xrightarrow{\pi} S^{1} \\
& S^{1} \rightarrow S^{3} \xrightarrow{\pi} S^{2} \\
& S^{3} \rightarrow S^{7} \xrightarrow{\pi} S^{4}  \tag{1}\\
& S^{7} \rightarrow S^{15} \xrightarrow{\pi} S^{8}
\end{align*}
$$

where the referred notation means (for the first case) that the space $S^{1}$ is bundled by great circles $S^{0}$ with a base space $S^{1}$, in the second case the space $S^{3}$ is bundled by great circles $S^{1}$ with a base space $S^{2}$. For the other cases the same relations apply [12], [15]. In the present work, targeting the construction of four-dimensional modulations, the focus will be given to the discrete fibration $S^{1} \rightarrow S^{3} \xrightarrow{\pi} S^{2}$. In this context, if the sphere $S^{3}$ is defined as follows:

$$
\begin{equation*}
S^{3}=\left\{z=\left(z_{1}, z_{2}\right) \in \mathbb{C} \times \mathbb{C}:\left|z_{1}\right|^{2}+\left|z_{2}\right|^{2}=1\right\} \tag{2}
\end{equation*}
$$

the Hopf map can be formulated in complex coordinates as:

$$
\begin{equation*}
h: \mathbb{C} \times \mathbb{C} \rightarrow \mathbb{C} \times \mathbb{R}, h\left(z_{1}, z_{2}\right)=\left(2 z_{1} z_{2}, z_{1} z_{1}-z_{2} z_{2}\right) \tag{3}
\end{equation*}
$$

where $z_{1}$ and $z_{2}$ are two complex numbers of the form:

$$
\begin{equation*}
z_{1}=\left(x_{1}+i x_{2}\right) ; \quad z_{2} \quad=\left(x_{3}+i x_{4}\right) \tag{4}
\end{equation*}
$$

doing so, the Hopf map in real coordinates can be written as:

$$
\begin{gather*}
H: R^{4} \rightarrow R^{4} \\
H\left(x_{1}, x_{2}, x_{3}, x_{4}\right)=\left(s_{0}, s_{1}, s_{2}, s_{3}\right) \tag{5}
\end{gather*}
$$

The unit sphere $S^{3} \subset R^{4}$ described by Equation $x_{1}^{2}+x_{2}^{2}+x_{3}^{2}+$ $x_{4}^{2}=r^{2}$ is the locus of four-dimensional vectors, where $x_{i}$ are Cartesian coordinates, and $r$ is the radius of the hypersphere.

The notation of Equation (5) was borrowed from [17] in order to represent a physical meaning in the context of classical coherent optical communications. As noted before, providing the condition $x_{1}^{2}+x_{2}^{2}+x_{3}^{2}+x_{4}^{2}=1$ with $S^{2} \subset R^{3}$, the Poincaré sphere can be used as the base space $S^{2}$ of a Hopf fibration $S^{1} \rightarrow S^{3} \xrightarrow{\pi} S^{2}$.

$$
\begin{align*}
& s_{0}=x_{1}^{2}+x_{2}^{2}+x_{3}^{2}+x_{4}^{2}=1 \\
& s_{1}=x_{1}^{2}+x_{2}^{2}-x_{3}^{2}-x_{4}^{2} \\
& s_{2}=2\left(x_{1} x_{3}+x_{2} x_{4}\right)  \tag{6}\\
& s_{3}=2\left(x_{2} x_{3}-x_{1} x_{4}\right)
\end{align*}
$$

From the perspective of pure mathematics, the Equation (6) is the well known direct Hopf map. Furthermore, since the coordinates $\left(x_{1}, x_{2}, x_{3}, x_{4}\right)$ can represent real quantities in the classical phase space of the optical field, this equation provides an explicit map between the optical and electrical domains of coherent 4D modulations, with $\left(s_{0}, s_{1}, s_{2}, s_{3}\right)$ representing real measurable quantities of the light polarization.

## A. The inverse Hopf map

To explore the capabilities of the Hopf map in the construction of optical constellations we need to formalize the inverse Hopf map $S^{2} \rightarrow S^{3}$. For our purpose, it is also convenient to follow the notation used in [15], describing the $S^{3}$ space in toroidal coordinates with three independent angles $\phi, \psi$ and $\theta$.

$$
\begin{align*}
& x_{1}=r \sin (\theta) \cos (\phi) \\
& x_{2}=r \sin (\theta) \sin (\phi) \\
& x_{3}=r \cos (\theta) \cos (\psi)  \tag{7}\\
& x_{4}=r \cos (\theta) \sin (\psi)
\end{align*}
$$

em que $\theta \in[0, \pi / 2], \phi \in[0,2 \pi]$ e $\psi \in[0,2 \pi]$.
As denoted in [20], [15], for fixed values of $\theta$, the Equation (7) describes the surface of a torus. So, if a linear relation between the two parameters $\phi$ and $\psi$ holds then there will be only one independent value, which will parameterize a curve in the $S^{3}$ torus. Besides that, if the relation between $\phi$ and $\psi$ result in constant values, then $\psi$ will define a set of great
circles that never intersect. In this case, if we choose $\theta$ to be the angle of latitude of a $S^{2}$ sphere, the $S^{3}$ counterpart will be fibred by parallel great circles. The fibration we have just described is illustrated in Figure (1), where a stereographic projection was used to visualize the pre-image of the Hopf fibres [14]. Basis points were defined over two crossed circles conforming 126 points in $S^{2}$.


Fig. 1. (a) 126 points (Hopf fibres) defined over two crossed circles in the sphere $S^{2}$ (b) Stereographic projection of the resulting Hopf fibration (Hopf torus) on the sphere $S^{3}$.

Considering the toroidal coordinates with $r=1$, the Hopf map restricted to $S^{3}$ can be written as:

$$
\begin{equation*}
H(\theta, \phi, \psi)=(\sin (a) \cos (b), \sin (a) \sin (b),-\cos (a)) \tag{8}
\end{equation*}
$$

were $a=2 \theta$ and $b=\phi-\psi$.
In order to harmonize the notation, we recall from [21] that a general element of the $S U(2)$ group can be concisely represented by means of an exponential function employing Pauli spin matrices.

$$
\begin{equation*}
U_{2}=\exp \left(\frac{\mathbf{i} \sigma_{3} \phi}{2}\right) \exp \left(\frac{\mathbf{i} \sigma_{1} \theta}{2}\right) \exp \left(\frac{\mathbf{i} \sigma_{2} \phi}{2}\right) \tag{9}
\end{equation*}
$$

being Pauli spin matrices in the form:

$$
\sigma_{1}=\left[\begin{array}{cc}
1 & 0  \tag{10}\\
0 & -1
\end{array}\right], \quad \sigma_{2}=\left[\begin{array}{ll}
0 & 1 \\
1 & 0
\end{array}\right], \quad \sigma_{3}=\left[\begin{array}{cc}
0 & -i \\
i & 0
\end{array}\right]
$$

As demonstrated in the Appendix (A), the exponential map parameterized by Euler angles relates $\mathrm{SU}(2)$ with $\mathrm{SO}(3)$ (the group of rotations in $R^{3}$ ). Moreover, still according to [21], the resulting equation for $U^{2}$ can be interpreted as arising from the Hopf map $S^{3} \rightarrow S^{2}$ :

$$
U 2=\left(\begin{array}{cc}
\cos \left(\frac{\theta}{2}\right) e^{i\left(\frac{\phi+\psi}{2}\right)} & i \sin \left(\frac{\theta}{2}\right) e^{i\left(\frac{\phi-\psi}{2}\right)}  \tag{11}\\
-i \sin \left(\frac{\theta}{2}\right) e^{-i\left(\frac{\phi-\psi}{2}\right)} & \cos \left(\frac{\theta}{2}\right) e^{-i\left(\frac{\phi+\psi}{2}\right)}
\end{array}\right)
$$

where $(\theta, \phi)$ and $\psi$ are the Euler angles.
Concerning that the $S U(2)$ group corresponding to a rotation is isomorphic with the group of unit quaternions, we can associate the Equation (11) with the general form:

$$
U_{2}=\left(\begin{array}{cc}
z_{1} & z_{2}  \tag{12}\\
-\bar{z}_{2} & \bar{z}_{1}
\end{array}\right), \quad z_{1}, z_{2} \in \mathbb{C}, \quad\left|z_{1}\right|^{2}+\left|z_{2}\right|^{2}=1
$$

were quantities $z_{1}, z_{2}$ are the trigonometric equations:

$$
\begin{align*}
& z_{1}=\cos \left(\frac{\theta}{2}\right) \exp \left(i\left(\frac{\psi+\phi}{2}\right)\right) \\
& z_{2}=\sin \left(\frac{\theta}{2}\right) \exp \left(i\left(\frac{\psi-\phi}{2}\right)\right) \tag{13}
\end{align*}
$$

Now, remembering that Equation (11) is extensively used in polarization optics, the pair $(\theta, \phi)$ can be identified with the polar angles in the Poincaré sphere. Using relations introduced in Equation (13), we can verify that the angular quantities $(\theta, \phi, \psi)$ in $S^{3}$ obeys a common metric with its counterpart in $S^{2}$. This angular metric is defined as follows:

$$
\begin{array}{ll}
\theta=\frac{\pi}{2}-\frac{\tilde{\theta}}{2} ; \quad 0 \leq \tilde{\theta} \leq \pi ; \\
\phi=\widetilde{\psi}+\frac{\widetilde{\phi}}{2} ; \quad 0 \leq \tilde{\psi}+\frac{\tilde{\phi}}{2}<2 \pi  \tag{14}\\
\psi=\widetilde{\psi}-\frac{\widetilde{\phi}}{2} ; \quad 0 \leq \tilde{\psi}-\frac{\tilde{\phi}}{2}<2 \pi
\end{array}
$$

The angular parameters $(\widetilde{\theta}, \widetilde{\phi})$ in (14) can be applied to the second part of the equality in Equation (8).

$$
\begin{equation*}
H(\theta, \phi, \psi)=(\sin (\widetilde{\theta}) \cos (\widetilde{\phi}), \sin (\widetilde{\theta}) \sin (\widetilde{\phi}), \cos (\widetilde{\theta})) \tag{15}
\end{equation*}
$$

Finally, recalling Equation (4) and expanding terms of the Equation (13), the inverse Hopf map can be realized by means of the following parametric equations:

$$
\begin{align*}
& x_{1}=\cos \left(\frac{\theta}{2}\right) \cos \left(\frac{\psi+\phi}{2}\right) \\
& x_{2}=\cos \left(\frac{\theta}{2}\right) \sin \left(\frac{\psi+\phi}{2}\right) \\
& x_{3}=\sin \left(\frac{\theta}{2}\right) \cos \left(\frac{\psi-\phi}{2}\right)  \tag{16}\\
& x_{4}=\sin \left(\frac{\theta}{2}\right) \sin \left(\frac{\psi-\phi}{2}\right)
\end{align*}
$$

From now on, we will denote Equation (33) as the inverse Hopf map $\operatorname{IHM}(\theta, \phi, \psi)$, where $\left(x_{1}, x_{2}, x_{3}, x_{4}\right)$ represents the coordinates of an arbitrary 4D vector and the angle $\psi$ defines, for fixed values of $(\widetilde{\theta}, \widetilde{\phi})$, the coordinates of a great circle that is the locus of the respective Hopf fibre $S^{1}$. As already noted, the angle $\widetilde{\theta}$ defines a common metric between the spheres $S^{2}$ and $S^{3}$. This is done in such a way that the distance between two points in the base space equals by half the distance between two planes where the associated Hopf fibres reside [15]. Conversely, two great circles separated by an angular distance $\alpha$ in the sphere $S^{3}$ are mapped through the Hopf fibration to two points separated by a geodesic arc $2 \alpha$ in the sphere $S^{2}$ [22]. From the $\mathrm{SO}(3) \leftrightarrow \mathrm{SU}(2)$ groups perspective this metric holds with the double cover property.

## B. The Hopf fibration as an engineering tool in classical optical communications

The ability to fill a geometric space with defined subspaces is related to the problem of sphere packings [23], [20]. In the specific case of the fibration $S^{1} \rightarrow S^{3} \xrightarrow{\pi} S^{2}$, the Hopf fibres are spheres of dimension 1 that fill the geometric space of the hypersphere of dimension 3. This packing of hyperspheres establishes a close relation between Hopf fibres and information theory. To reinforce this concept, some references that contextualize Hopf fibres, light polarization [19] and 4D modulations will be presented in the next sections. Using the $\operatorname{IHM}(\theta, \phi, \psi)$ formulation we can identify the coordinates of all 4D coplanar vectors that reside in a specific great circle. This procedure is equivalent, therefore, to sample 4D vectors from discrete Hopf circles. The mapping depends, however, on the parameters convention. Using the parametrization of Equation (33), we have constructed $\mathbf{n P o l S K}-\mathrm{mPSK}$ modulations by defining a group of $\mathbf{n}$ points in the $S^{2}$ sphere in conjunction with a group of $\mathbf{m}$ discrete values of the angle $\psi$. The process has started when Stokes vectors over the Poincaré sphere were used in the definition of basis points in $S^{2}$ space. The results presented in the Section (IV) provides evidence that through this mapping, we can perform operations equivalent to rotations and scaling of modulation arrangements. Notwithstanding, to use the Hopf formalism from an engineering perspective we need to harmonize the notation used until here with that commonly used in physics and fiber optic communication.

The Stokes parameters $\left(s_{1}, s_{2}, s_{3}\right)$, will be associated to the spherical coordinates in the form:

$$
\begin{align*}
& s_{1}=r \sin (\widetilde{\theta}) \cos (\widetilde{\phi}) \\
& s_{2}=r \sin (\widetilde{\theta}) \sin (\widetilde{\phi}) ; \quad \widetilde{\theta}=\left[-\frac{\pi}{2}, \frac{\pi}{2}\right] ; \widetilde{\phi}=[0, \pi]  \tag{17}\\
& s_{3}=r \cos (\widetilde{\theta})
\end{align*}
$$

where $r$ denotes the radius of the sphere and the pair $(\widetilde{\theta}, \widetilde{\phi})$ represents, respectively, the angles of latitude and longitude in the unit sphere. As we have already pointed out, since the Stokes parameters are physically measurable quantities, using them as coordinates of the basis points of a Hopf fibration provides a physical meaning to a mathematical entity.
So, given the Stokes parameters in the form of Equation (17), one can extract the angles $(\widetilde{\theta}, \widetilde{\phi})$ using the following relations:

$$
\begin{equation*}
\widetilde{\theta}=\frac{1}{2}\left[\operatorname{sgn}\left(s_{1}\right) \arccos \left(\frac{s_{3}}{r}\right)\right], \quad \widetilde{\phi}=\arctan \left(\frac{s_{2}}{s_{1}}\right) \tag{18}
\end{equation*}
$$

where $\operatorname{sgn}\left(s_{1}\right)$ indicates the signal of the parameter $s_{1}$, for $s_{1} \neq 0$. Due to singularities in the points of latitude $(0,0,1)$ and $(0,0,-1)$ we need to apply a proper rule for $\psi$.

$$
\begin{equation*}
\widetilde{\psi} \rightarrow \widetilde{\psi}-\frac{\pi}{4} ; \quad \text { for }[\widetilde{\theta}=0, \widetilde{\phi}= \pm \pi] \tag{19}
\end{equation*}
$$

Established the mathematical conventions for the different vector representations in the $S^{2}$ base, we can introduce the Hopf formalism in the mapping of points from the $S^{2}$ sphere to circles in the $S^{3}$ space. The $\operatorname{IHM}(\theta, \phi, \psi)$ will thus relate the state of polarized light to the classical (geometric) phase space where the 4D vectors reside [17]. This procedure allows the construction of optical modulations with polarization states defined a priori. In the next section, we will demonstrate through simple algebraic manipulations that Equation (6) can also be related to the simplified transfer function of PMQ-MZM (Polarization Multiplexed Quadrature Mach-Zehnder) modulators [24], [25], [26].

## III. Hopf map and the transfer function of PMQ-MZM MODULATORS

The success of PMQ-MZM components stems from its ability to encode, in the classical sense, a complete description of the electromagnetic light field. From the formulae in [24], the relation between the PMQ-MZM input electric field $E_{i n}$ and the respective output $E_{\text {out }}$, can be described by the following transfer function:

$$
\begin{align*}
\frac{E_{\text {out }}}{E_{\text {in }}} & =\frac{1}{2 \sqrt{2}}\left\{\left(X_{1}+i X_{2}\right)+\left[\left(X_{3}+i X_{4}\right) \cdot e^{j \theta}\right]\right\} \\
X_{n} & =\cos \left[\left(\frac{x_{n}+\text { Vbias }}{2 V_{\pi}}\right) \pi\right], n=(1,2,3,4) \tag{20}
\end{align*}
$$

where quantities $X_{n}$ are representing the transfer function of the four nested Mach-Zehnder on the PMQ-MZM structure. The cosine function of $X_{n}$ are indicating that these Mach-Zehnders are working as amplitude modulators (i.e., in the "push-pull" mode). $x_{n}$ are input drive voltages (quaternion coordinates in Equation (33)), $V_{\text {bias }}$ is the DC bias voltage and $V_{\pi}$ is the reference driving voltage that induces a phase shift of $\pi$ in each Mach-Zehnder. The polarization rotator is represented by the quantity $e^{j \theta}$. Additionally, for real valuated outputs of $X_{n}$ in (20) we can expect that the orthogonality between $X_{1}$ and $X_{2}$ will be maintained. The same applying to $X_{3}$ and $X_{4}$.

We recall now the parametrization of the Hopf map using the formulation described by [14], [27]. According to [27], in the Cayley-Dickson form, unit quaternions $\left(x_{1}, x_{2}, x_{3}, x_{4}\right)$ are represented by two complex numbers $z_{1}$ and $z_{2}$, as denoted by Equation (4). Following this notation, quaternions can represent two orthogonal cartesian planes. The angular relation between the complex numbers $z_{1}$ and $z_{2}$ needs to guarantee that the Hopf map will reside on a unit sphere [14], that is the condition $\left|z_{1}\right|^{2}+\left|z_{2}\right|^{2}=1$ and $r_{1}^{2}+r_{2}^{2}=1$. This is the same condition used in Equation (4), so again a common solution for $z_{1}$ and $z_{2}$ is by using trigonometric functions in order that $r_{1}=\cos (\theta / 2)$ and $r_{2}=\sin (\theta / 2)$. Consequently, we can write the Equation (13) in the form:

$$
\left[\cos \left(\frac{\theta}{2}\right) \exp (i \xi 1), \sin \left(\frac{\theta}{2}\right) \exp (i \xi 2)\right] ;\left\{\begin{array}{l}
0 \leqslant \theta \leqslant \pi  \tag{21}\\
\xi 1, \xi 2 \in \operatorname{Re}
\end{array}\right.
$$

For fixed values of $\theta$, Equation (21) is the cartesian product of two circles and in most cases this formulation describes a torus. Finally, observing equations (20) and (21) we find that the Hopf map is close related to the simplified transfer function of a PMQ-MZM denoted in (20). In this way, angles $(\xi 1, \xi 2)$ on equation (21) may be identified with the (IQ) quadratures of the modulator. In turn, the angle $\theta$ in (21) may be identified with the polarization rotator in (20). So, remarking the bias setup in the push-pull mode and the unit vector condition for the electrical input signal, these relations explains from our analysis how the Hopf map $S^{3} \rightarrow S^{2}$ can trace out the polarization state of signals modulated by a simplified model of PMQ-MZM devices. Those relations demonstrated here gives a physical meaning to Equation (6) in the context of coherent optical communications. In the next section an example of application of the formalism presented here will be used in the construction of a 14PolSK-8PSK modulation. As will be demonstrated, the 14PolSK-8PSK brings together the 6PolSK-8PSK and 8PolSK-8PSK symbols in the same modulation arrangement. A remarkable feature that will be evidenced is the fact that the 6PolSK-8PSK arrangement is actually the realization of two congruent 6PolSK-QPSK arrays [22]. This means that the accumulation of the 6PolSK-QPSK symbols with a rigid rotation of itself (vertices of the 24-Cell polytope) generates the 6PolSK-8PSK constellation.

## IV. 14PolSK-8PSK USing discrete Hopf fibration

A possible way to construct rate-adaptive modulations is on defining an arrangement of symbols as the accumulation (embedding) of vertex polytopes [16]. An important example is the 6PolSK-QPSK modulation. The geometry of this modulation is strongly associated with the 24 -Cell polytope and this polytope can, in turn, be considered as the union of two other polytopes: the 4D hypercube (tesseract) and the 16-Cell polytope. When Equation (6) is used to perform the Hopf map of the 24 symbols of a 6PolSK-QPSK modulation, the related quaternions will project the following six points in the sphere $S^{2}$ :

$$
\begin{align*}
s \in S^{2}= & {[(0,1,0),(0,0,1),(0,0,-1)} \\
& (0,-1,0),(1,0,0),(-1,0,0)] \tag{22}
\end{align*}
$$

where the set of points $s$ are geometrically arranged as an octahedron in the unit sphere. Alternatively, these points defines the position of 3D vectors representing classical states of the polarized light (Stokes vectors).

Now, in order to expand the 6PolSK-QPSK arrangement, we simply concatenate new vertices to the illustrated octahedron and after that, given the resulting set of vectors, we perform the inverse Hopf map. To accomplish this task in a structured way, vertices of the polytope Tetrakis Hexahedron [28] were considered as a reference.
The Tetrakis Hexahedron, in its standard form, consists of the union of an octahedron with a hexahedron (cube). So, the two disjoint polytopes embedded in its 14 vertices are inscribed in a three-dimensional unit sphere as shown in Figure (2). From another point of view, if we take the six vertices from


Fig. 2. Graphical representation of (a) vertices of the 6PolSK-QPSK modulation and (b) vertices of the 14PolSK symbols in the $S^{2}$ sphere after the accumulation of 08 vertices (hexahedron).
the 6PolSK-QPSK projection and properly concatenate eight vertices of a regular hexahedron, we will obtain the Tetrakis Hexahedron as shown in Figure (2b). The inverse Hopf map of the Tetrakis Hexahedron will project the arrangement of symbols for the 14PolSK-mPSK modulation, where $m$ denotes the number of samples of the angle $\psi$ in Equation (33). The two way mapping that we just described was performed using Equations (6), (33), (17) and (18). The discrete Hopf fibres were sampled in 08 equally spaced discrete values of $\psi$. The illustration of the 14PolSK-8PSK symbols in $S^{2}$ and the stereographic projection of the respective fibration can be visualized in Figure (3). The result of the sampled discrete Hopf Fibration is illustrated in Figure (3b).


Fig. 3. (a) The Tetrakis Hexahedron constellation in the $S^{2}$ sphere and (b) the inverse Hopf map (IHM) using the Tetrakis Hexahedron basis points with 8 samples each.

Equation (33) was sampled for the following values of $\psi$ :

$$
\begin{align*}
& \psi_{\text {sample }_{1}}=\left\{0, \frac{\pi}{2}, \pi, \frac{3 \pi}{2}\right\} \\
& \psi_{\text {sample }_{2}}=\left\{\frac{\pi}{4}, \frac{3 \pi}{4}, \frac{5 \pi}{4}, \frac{7 \pi}{4}\right\} \tag{23}
\end{align*}
$$

In the space spanned by the discrete fibration, each set $\psi_{\text {sample }}$ showed in (23) generates symbols of a QPSK (4PSK) array [22], joining these sets led to a 8PSK arrangement. On the other hand, from the perspective of the base space, the 14 PolSK-8PSK is the union of 6PolSK-8PSK and 8PolSK-8PSK (see [29] for the QPSK version). The distance between the great circles shown in Figure (3b) are defined by the distance between the related basis points shown in

Figure (3a), obeying the metric described in the Section (II-A). As anticipated in Section (II-B), if only the 6PolSK-8PSK symbols are considered and we alternately select those vectors obtained from the sets $\psi_{\text {sample }_{1}}$ and $\psi_{\text {sample }_{2}}$, two congruent 6PolSK-QPSK arrays are obtained, rotated by the angle $\pi / 4$. So, based on the parametrization that we have used, this reasoning can be extended to any set of PSK symbols obtained from the constructive method presented here.

## V. QAM partitions and the Cayley-Dickson REPRESENTATION FOR QUATERNIONS

If we consider the 112 symbols of the 14PolSK-8PSK as a single constellation, each quaternion obtained from Equation (33) can be represented as two complex numbers just as in the Equation (4). This property of the Cayley-Dickson representation for quaternions [27], [30] can therefore be used to map 4D symbols into two-dimensional partitions (QAM). As an example, consider for instance the graphical representation of the entire 14PolSK-8PSK constellation shown in Figure (4).


Fig. 4. QAM partition of the 14PolSK-8PSK obtained from the Cayley-Dickson representation of the unit quaternions.

Using the static performance metrics presented in Table (I) [31], where $M$ is the number of constellation points, $N$ is the dimension of the modulation, $d$ is the minimum (Euclidean) distance between symbols, $E_{b}$ is the energy per bit and $E$ is the average energy per symbol. We have found that for the

TABLE I
PERFORMANCE METRIC FOR CONSTELLATIONS

| Spectral Efficiency | Power Efficiency | Figure of Merit |
| :---: | :---: | :---: |
| $\mathrm{SE}=\frac{\log _{2}(M)}{N / 2}$ bit/s/Hz | $\mathrm{PE}=\frac{d^{2}}{4 E_{b}}$ | $\mathrm{CFM}=\frac{d^{2} \mathrm{~N}}{2 \mathrm{E}}$ |

14PolSK-8PSK, the spectral efficiency (SE) is 3.4 , the power efficiency (PE) is 0.4 and the constellation figure of merit (CFM) is 0.478 .

Notwithstanding, these results can be seen in a different way when the $14 \mathrm{PolSK}-8 \mathrm{PSK}$ symbols are considered as an adaptive arrangement of disjoint constellations. In the Figure (5), we have illustrated some constellations symbols of known modulations that are incorporated (embedded) in the $14 \mathrm{PolSK}-8 \mathrm{PSK}$ arrangement: The diagram in Figure (5) also illustrates the rotated versions of the 6PolSK-QPSK and


Fig. 5. Hierarchical diagram of known constellations embedded in the arrangement 14 PolSK-8PSK, organized according to the number of symbols.

8PolSK-QPSK constellations. It is important to note that the PS-QPSK constellation embedded in the 6PolSK-QPSK array is considered the most energy efficient 4D modulation [32], while the PDM-QPSK is the modulation used in the well-known 100G [3] standard. Some properties of the 8 PolSK-QPSK was reported by [29]. As noted by [6], the difference between PolSK and PDM transmission schemes is defined based on how the polarization partitions are transmitted. If transmitted alternately we will have a PolSK scheme, if transmitted simultaneously we will have a PDM scheme. It is, therefore, a concluding remark that the 14PolSK-8PSK constellation can be used as a hierarchical adaptive modulation. This arrangement may be composed, for example, of the following modulations: PS-QPSK, PDM-QPSK, 6PolSK-QPSK, 6PolSK-8PSK, 8PolSK-QPSK, 8PolSK-8PSK and 14PolSK-8PSK itself.

## A. Using the Hopf map in the construction of base 2 constellations

So far, we have extracted relevant properties from the 14PolSK-8PSK geometry. Despite that good properties, the problem here is that this constellation with its 112 symbols is not base 2. Fortunately, another advantage of the discrete Hopf fibration method is that we can make a different number of samples in specific Hopf fibres. This property, related to a factorization process, will be explored further in a numerical example targeting the construction of a constellation with 128 symbols. For illustrative purposes, we will use the same tetrakis hexahedron basis due to the fact that it has a non base 2 number of points. In this sense, what we are looking for is a sum of factors $n_{1}, m 1, n_{2}, m_{2}$ in the general form:

$$
\begin{equation*}
\left(n_{1} \text { PolSK }-m_{1} \text { PSK }\right)+\left(n_{2} \text { PolSK }-m_{2} \text { PSK }\right) \tag{24}
\end{equation*}
$$

In the specific case, of 128 symbols we are interested in:

$$
\begin{equation*}
\left(n_{1} \cdot m_{1}\right)+\left(n_{2} \cdot m_{2}\right)=128 \tag{25}
\end{equation*}
$$

Therefore, the condition $n_{1}+n_{2}=14$, imply an immediate solution with $n_{1}=12, n_{2}=2, m_{1}=8$ and $m_{2}=16$ :


Fig. 6. QAM partition of the array (12PolSK-8PSK) + (2PolSK-16PSK) obtained from the Cayley-Dickson representation of the unit quaternions.

In summary, 12 vertices of the tetrakis hexahedron will be projected in the 4D space with 8 angular samples and the remaining 2 vertices will be projected with 16 angular samples. The resulting constellation has now 128 symbols, retaining the property of unitary norm. The Figure (6) shows the QAM partitions of the constellation obtained by the factorization method. Using the static performance metrics from Table (I), the SE is 3.5 , the PE is 0.266 and the CFM is 0.304 .

## B. Unraveling some shape properties of $4 D$ modulations

The 2D graphs obtained from the Cayley-Dickson representation of quaternions are visualization tools that do not allow distinguishing between the constellations obtained by the direct fibration (Figure (4)) or the factorization method (Figure (6)). Possible ambiguities in the representation of QAM partitions comes from the superposition of symbols occurring even in the partition of few vectors. To exemplify, consider for instance the following three vectors $(0,0,1,1),(0,0,0,1),(0,0,1,0)$. After partitioning these vectors, the QAM projection for $\left(x_{1}+i x_{2}\right)$ repeats three times the symbol $(0,0)$ while the projection referring to $\left(x_{3}+i x_{4}\right)$ maps to the three different positions $(1,1),(0,1)$ and $(1,0)$. Although this ambiguity is only a matter of representation we can mitigate it using histograms to count the occurrence of QAM symbols. Examples of this kind of histograms are illustrated respectively in Figures (7) and (8). The histograms in Figures (7) and (8) were calculated using the left side of the quadrature diagrams illustrated, respectively, in the Figure (4) and (6). However, as we know that the base points of this constellations are antipodally symmetric, the right sides would present the same shape. Observing these histograms, one can intuitively conclude that this approach allows the observation of features of 4D constellations that approximate both probabilistic shaping [33] and geometric shaping [34]. Qualitatively, the probabilistic shape of the 14PolSK-8PSK shows a concentration of symbols near the center of the IQ diagram. This means that symbols with lower norms are generated more frequently than those with higher norms. At the same time, this constellation displays in the IQ diagram a non-uniform distribution of symbols, also revealing characteristics of geometric shaping. The base 2 version reveals that the geometric distribution of symbols was affected by the factorization method and now eight adjacent


Fig. 7. Histograms of the $14 \mathrm{PolSK}-8 \mathrm{PSK}$ constellation obtained from the QAM partitions of the unit quaternions.
lobes can be observed around the central lobe. Regarding the shape properties of these constellations, it is important to note that we are dealing here with uncoded modulations, so the finding of this features is of significative relevance.


Fig. 8. Histograms of the (12PolSK-8PSK) + (2PolSK-16PSK) constellation obtained from the QAM partitions of the unit quaternions.

## VI. Some remarks on the required properties for THE BASE SPACE

When using the discrete Hopf map one needs to consider which properties of the basis points $S^{2}$ will contributes to the construction of good four-dimensional constellations. In this task, integrated requirements in the optical and electrical domains reveals specific requirements that emerges differently of the usual applications. To exemplify, we present in the following some results from the construction of the 8PolSK-1PSK constellation using two different arrangements of points. In the first example, basis points were defined by vertices of the hexahedron. Vertices of this polytope and the related 4D vectors generated by the inverse Hopf map are shown in Table (II). One graphical representation of this Hopf map is depicted in the Figure (9). The main idea here is to observe how the metric preservation characteristics of the Hopf map will reflect in its 4 D projection [22].

TABLE II
DISCRETE FIBRATION OF THE HEXAHEDRON $\left(\psi_{0}=\frac{\pi}{8}\right)$

| Stokes vectors (basis points) | Unit quaternions (fibration) |
| :---: | :---: |
| $(0.577,0.577,0.577)$ | $(0.628,0.628,0.460,0)$ |
| $(-0.577,0.577,0.577)$ | $(0.888,0,-0.325,-0.325)$ |
| $(-0.577,-0.577,0.577)$ | $(0.628,0.628,-0.460,0)$ |
| $(0.577,-0.577,0.577)$ | $(0.888,0,0.325,0.325)$ |
| $(0.577,0.577,-0.577)$ | $(0.325,0.325,0.888,0)$ |
| $(-0.577,0.577,-0.577)$ | $(0.460,0,-0.628,-0.628)$ |
| $(-0.577,-0.577,-0.577)$ | $(0.325,0.325,-0.888,0)$ |
| $(0.577,-0.577,-0.577)$ | $(0.460,0,0.628,0.628)$ |



Fig. 9. Base space with 8 points defined by vertices of the hexahedron embedded in $S^{2}$ and the resulting (b) stereographic projection of the discrete fibration with a single sample.

By isolating single unique values from the coordinates of the unit quaternions represented in the right side of Table (II) we get, in the specific example, the following symmetric vector:

$$
\begin{equation*}
( \pm 0.888, \pm 0.628, \pm 0.460, \pm 0.325) \tag{26}
\end{equation*}
$$

From the physical perspective, the coordinates of (26) defines the real valuated voltages required to generate our target
constellation. In addition, these voltages also defines the DAC quantizer that can be considered as a PAM modulation applied in the entries of the PMQ-MZM device. A graphical representation of this quantizer is illustrated in Figure (10).


Fig. 10. Quantizer (PAM voltages) of the DAC as an alternative representation of the hexahedron single unique value vector (26).

As a DAC quantizer, vector (26) has 8 levels that emulates a companding function [35].

Doing the same procedure using the square antiprism we get the following Hopf map:

TABLE III
DISCRETE FIBRATION OF THE SQUARE ANTIPRISM $\left(\psi_{0}=\frac{3 \pi}{4}\right)$

| Stokes vectors (basis points) | Unit quaternions (fibration) |
| :---: | :---: |
| $(0.577,0.577,0.577)$ | $(-0.8205,0.3399,-0.1759,0.4247)$ |
| $(-0.577,0.577,0.577)$ | $(-0.3399,0.8205,0.4247,-0.1759)$ |
| $(-0.577,-0.577,0.577)$ | $(-0.8205,0.3399,0.1759,-0.4247)$ |
| $(0.577,-0.577,0.577)$ | $(-0.3399,0.8205,-0.4247,0.1759)$ |
| $(0,0.816,-0.577)$ | $(-0.4597,0,0,0.8881)$ |
| $(-0.816,0,-0.577)$ | $(-0.3251,0.3251,0.628,-0.6280)$ |
| $(0,-0.816,-0.577)$ | $(0,0.4597,-0.8881,0)$ |
| $(0.816,0,-0.577)$ | $(-0.3251,0.3251,-0.6280,0.6280)$ |

The base space and the stereographic projection of the discrete fibration is illustrated in Figure (11)


Fig. 11. (a) Base space with 8 points defined by vertices of the square antiprism embedded in $S^{2}$ and the resulting (b) stereographic projection of the discrete fibration with a single sample.

From the single unique values in the Table (III), the DAC quantizer has 17 levels in a symmetric vector:

$$
\begin{align*}
& ( \pm 0.888, \pm 0.820, \pm 0.628, \pm 0.460, \ldots \\
& \quad \pm 0.425, \pm 0.340, \pm 0.325, \pm 0.176,0) \tag{27}
\end{align*}
$$

This vector, in turn, has pictorial representation in Figure (12).


Fig. 12. Quantizer (PAM voltages) of the DAC as an alternative representation of the square antiprism single unique value vector (27).

By comparing the single unique values in vectors (26) and (27), one can intuitively conclude that the choice of the base space poses a tradeoff in the electrical domain independent of the optical properties of constellations. Considering base spaces defined by polytopes, we can also conclude that the cardinality of the DAC can be reduced in cases where the vertex configuration is antipodally symmetric. Finally, it is worth noting that while the example presented here used a simple 8PolSK structure [36], the same relation holds for generic nPolSK-mPSK constellations.

## VII. Labeling discrete Hopf maps in nPolSK-mPSK 4D CONSTELLATIONS

According to [37], the usage of a single metric for the distance between constellation symbols are not effective in communications over noisy Gaussian channels. So, targeting operations in low SNR regimes, hybrid metrics are interesting solutions in the construction of high-order modulations. In the present work, we consider the use of a hybrid Euclidean-Hamming metric to the labeling of nPolSK-mPSK constellations. The proposed scheme is based on simple covering codes that are largely known in the literature [38], [39]. So, to describe some details of our motivation, a few basic properties of these codes will be presented. For convenience, the graph of the covering code $\{000,111\}$ is illustrated in Figure (13).


Fig. 13. Example of a perfect binary covering code with order $n=3$ in the vertex labeling of a hypercube-3.

The code $\{000,111\}$ with partitions $a=\{000,001,010,100\}$ and $b=\{111,011,101,110\}$ is a perfect covering code representing all binary combinations of 3 bits. In this code, the Hamming distance between the binary words $\{000\}$ and $\{111\}$ equals 3 , while the distance between symbols in each partition equals 1. In this sense, if the hypercube-3 graph illustrated in Figure (13) is used to represent vertices of a hexahedron embedded in a unit sphere, then the relation between Euclidean and Hamming distances reveals the hybrid metric described in Table (IV).

TABLE IV
Euclidean and Hamming distance in a hypercube- 3 with edge LENGTH $l$, LABELED WITH A PERFECT COVERING CODE.

|  | Edge | Face diagonal | Main diagonal |
| :---: | :---: | :---: | :---: |
| Euclidean distance | $1 l$ | $\sqrt{2} . l$ | $\sqrt{3} . l$ |
| Hamming distance | 1 | 2 | 3 |

From Table (IV) we can observe that, for a given Hamming distance $d$, the related Euclidean distance is $\sqrt{\boldsymbol{d}} \cdot \boldsymbol{l}$. Where $l$ is the edge length of the cube. Moreover, when vertices of the referred hexahedron are used as basis points of a 8PolSK-8PSK fibration, the codewords $\{000\}$ and $\{111\}$ may be used to identify antipodal points in the $S^{2}$ base. The whole process can be done using one covering code for the basis points and other similar code for the Hopf fibres. A detailed example of the labeling of a single base point is illustrated in Figure (14). The label (000) was applied to the base point and by means of a de Bruijn sequence [39], each angular coordinate $\psi$ sampled from the Hopf fibre was labeled with a binary codeword of length 3 . In the 8 PolSK-8PSK example, the final code is a simple concatenation of codewords (see Table (V) in Appendix (B).


Fig. 14. Labeling of points in sampled Hopf fibres with a covering code of order $n=3$.

In resume, from the concatenated codewords, the most significative (MSB) 3-bit codewords were used to label the basis points and the least significative (LSB) were used to label the angular coordinates (positions) in the Hopf fibre. Since a Hopf fibre is a geometric ring, the analogy with the labeling of PSK modulations is straightforward to consider [40]. It is important to note that the labeling procedure described herein is mainly intended to demonstrate the capabilities of the Hopf fibration. For specialized codes in toroidal structures, one can refer for example [41].

On the Hopf fibration method and its properties applied to the design of 4D modulations the following characteristics and discussions are highlighted:

- Using the inverse Hopf map, the distance between the basis points defines the distance between the great circles where the Hopf fibres reside. So, if a uniform spherical code is used as a basis in $S^{2}$ [42], [43], the fibration of the 4D modulation will be evenly spaced;
- The symmetry of the basis points defines relevant properties of the DAC quantizer. For example, the square antiprism with 8 vertices is a spherical code with a better minimum distance than the hexahedron. Despite that, the 8PolSK-8PSK constellation designed from the later needs fewer voltage levels to be built. This holds due to the fact that the hexahedron vertices are antipodally symmetric;
- The design of 4D modulations using Hopf fibres is a constructive method that differs from other approaches based solely on permutation of vector coordinates [5], [6], [2]. An advantage of the method presented here is the direct relation between the projected modulations and the physical characteristics of the signal to be transmitted in both the optical domain (Stokes parameters) and in the electrical domain (voltages as coordinates of 4D vectors);
- It is expected that the polarization spectrum of the optical signal [44] will be determined by Stokes vectors defined by vertices of basis polytopes. This polarization spectrum may consequently reflect in channel impairments such as the PDL;
- A polytope composed of subpolytopes in the sphere $S^{3}$ tends to project a polytope composed of subpolytopes in the sphere $S^{2}$, so the embedded vertex property allows the two-way map between nested polytopes [16]. This feature can be easily identified in the 6PolSK-QPSK modulation structure;
- The construction of four-dimensional constellations is strongly influenced by the initial angle $\psi$ used in the inverse Hopf map. This feature can be used to rotate the entire discrete fibration by choosing different angles to start. This is therefore a simple method to optimize the constellation parameters in relation to some desired requirement. The DAC resolution, for example, can be changed by choosing different values of the initial $\psi$. As demonstrated in [8], this procedure is equivalent to the use of a generalized rotation matrix that [11] used, in the specific case, to change the representation coordinates of the 24 -Cell;
- The strong dependence on the parametrization gives to the discrete Hopf fibration high flexibility. However, for some applications, it may present some drawbacks. Concerning this property, it is expected that the methods presented here can find better use in the construction of fiber optic constellations aiming for concurrent integrated requirements in both optical and electrical domains;


## VIII. Conclusions

Some properties of the Hopf fibration and the embedded vertex concept were demonstrated in the design of four-dimensional modulations restricted to the scope of classical coherent optical communications. In the constructive methods presented, the fibration of the sphere $S^{3}$ was realized using the parametrization of basis points defined by Stokes vectors in the Poincaré sphere $\left(S^{2}\right)$. The Stokes vectors, in turn, were associated with simple structured spherical codes defined by vertices of polytopes. Using the 14PolSK-8PSK modulation as an example, it was found that the explicit connection between the distance of the basis points $S^{2}$ and the distance between the Hopf fibres provides a metric preserving method for the design of four-dimensional constellations. One simple but powerful extension of the standard Hopf fibration method have demonstrated that the factorization in the number of samples in each Hopf fibre leads to the construction of base 2 constellations even in cases where the number of basis points are not base 2 . The related factorization procedure was used in the construction of a 128 symbol constellation. Using the inverse Hopf map, it was demonstrated how the geometry of the base space $S^{2}$ can impact the construction of four-dimensional constellations. The main result being the fact that a base space with antipodally symmetric points allows the construction of modulations with less stringent DAC requirements. A labeling scheme based on simple covering codes was described and demonstrated. It was clear from the expositions across the text that the discrete fibration and the labeling procedure obeys the same geometric nature. The labeling of the 8PolSK-8PSK was realized using a concatenated (nested) code. Finally, based on the results demonstrated, it was concluded that the constructive methods presented here are of practical interest in classical coherent optical communications.

## Appendix A

## The connection between $\operatorname{SU}(2)$, $\mathrm{SO}(3)$ and QUATERNIONS

In the sequence, the Euler parameterization of an arbitrary matrix of an $\mathrm{SU}(2)$ transformation is succinctly presented considering the standard Pauli matrices:

$$
\sigma_{1}=\left[\begin{array}{cc}
0 & 1  \tag{28}\\
1 & 0
\end{array}\right] ; \quad \sigma_{2}=\left[\begin{array}{cc}
0 & -i \\
i & 0
\end{array}\right] ; \quad \sigma_{3}=\left[\begin{array}{cc}
1 & 0 \\
0 & -1
\end{array}\right]
$$

which satisfy the relation $\sigma_{i} \sigma_{j}=\delta_{i j}+i e_{i j k}$, with $\delta_{i j}$ and $i e_{i j k}$ being the Dirac and Kronecker delta symbols respectively.

The starting point, in our context, is the exponential map:

$$
\begin{aligned}
U_{2} & =\exp \left(\frac{\mathbf{i} \sigma_{3} \phi}{2}\right) \exp \left(\frac{\mathbf{i} \sigma_{2} \theta}{2}\right) \exp \left(\frac{\mathbf{i} \sigma_{3} \psi}{2}\right) \\
& =U(\phi, \theta, \psi) \\
& =U_{z}(\phi) U_{y}(\theta) U_{z}(\psi)
\end{aligned}
$$

where the notation $U_{z}(\phi) U_{y}(\theta) U_{z}(\psi)$ represents the extrinsic rotations 3-2-3 (z-y-z) [45], [46], [47].

The exponential map in Equation (29) relates $\mathrm{SU}(2)$ to $\mathrm{SO}(3)$ through the explicit product of rotation matrices in $\mathbb{R}^{3}$.

$$
\begin{align*}
& U(\phi, \theta, \psi)=U_{\left(R_{\phi} R_{\theta} R_{\psi}\right)} \\
& R_{\phi}=\left(\begin{array}{ccc}
\cos (\phi) & -\sin (\phi) & 0 \\
\sin (\phi) & \cos (\phi) & 0 \\
0 & 0 & 1
\end{array}\right) \\
& R_{\theta}=\left(\begin{array}{ccc}
\cos (\theta) & 0 & \sin (\theta) \\
0 & 1 & 0 \\
-\sin (\theta) & 0 & \cos (\theta)
\end{array}\right)  \tag{30}\\
& R_{\psi}=\left(\begin{array}{ccc}
\cos (\psi) & -\sin (\psi) & 0 \\
\sin (\psi) & \cos (\psi) & 0 \\
0 & 0 & 1
\end{array}\right)
\end{align*}
$$

Alternatively, Equation (30) can be written in the form:

$$
\begin{align*}
R_{\phi} & =\left(\begin{array}{cc}
e^{i\left(\frac{\phi}{2}\right)} & 0 \\
0 & e^{-i\left(\frac{\phi}{2}\right)}
\end{array}\right) \\
R_{\theta} & =\left(\begin{array}{cc}
\cos \left(\frac{\theta}{2}\right) & \sin \left(\frac{\theta}{2}\right) \\
-\sin \left(\frac{\theta}{2}\right) & \cos \left(\frac{\theta}{2}\right)
\end{array}\right) \\
R_{\psi} & =\left(\begin{array}{cc}
e^{i\left(\frac{\psi}{2}\right)} & 0 \\
0 & e^{-i\left(\frac{\psi}{2}\right)}
\end{array}\right) \tag{31}
\end{align*}
$$

$U(\phi, \theta, \psi)= \pm\left(\begin{array}{cc}\cos \left(\frac{\theta}{2}\right) e^{i\left(\frac{\phi+\psi}{2}\right)} & \sin \left(\frac{\theta}{2}\right) e^{i\left(\frac{\phi-\psi}{2}\right)} \\ -\sin \left(\frac{\theta}{2}\right) e^{-i\left(\frac{\phi-\psi}{2}\right)} & \cos \left(\frac{\theta}{2}\right) e^{-i\left(\frac{\phi+\psi}{2}\right)}\end{array}\right)$

If the extrinsic rotations in Equations (29), (30) and (31) are chosen to be $U_{z}(\phi) U_{x}(\theta) U_{z}(\psi)$ 3-1-3 ( $\mathrm{z}, \mathrm{x}, \mathrm{z}$ ), the rotation provided by the exponential map will be body centered and, in this case, Equation (31) will be in accordance with [21]:

$$
U(\phi, \theta, \psi)= \pm\left(\begin{array}{cc}
\cos \left(\frac{\theta}{2}\right) e^{i\left(\frac{\phi+\psi}{2}\right)} & i \sin \left(\frac{\theta}{2}\right) e^{i\left(\frac{\phi-\psi}{2}\right)}  \tag{32}\\
-i \sin \left(\frac{\theta}{2}\right) e^{-i\left(\frac{\phi-\psi}{2}\right)} & \cos \left(\frac{\theta}{2}\right) e^{-i\left(\frac{\phi+\psi}{2}\right)}
\end{array}\right)
$$

Equation (32) provides the Cayley-Klein parameters in terms of the Euler angles. So, is interesting to note that, depending on the convention adopted, the inverse Hopf fibration $S^{2} \rightarrow S^{3}$ can be viewed as Euler angle representations for the four real Euler parameters:

$$
\begin{align*}
& x_{1}=\cos \left(\frac{\theta}{2}\right) \cos \left(\frac{\psi+\phi}{2}\right) \\
& x_{2}=\cos \left(\frac{\theta}{2}\right) \sin \left(\frac{\psi+\phi}{2}\right)  \tag{33}\\
& x_{3}=\sin \left(\frac{\theta}{2}\right) \cos \left(\frac{\psi-\phi}{2}\right) \\
& x_{4}=\sin \left(\frac{\theta}{2}\right) \sin \left(\frac{\psi-\phi}{2}\right)
\end{align*}
$$

Finally, is straightforward to conceive that both Equations (31) and (32) turns into the general $S U(2)$ representation for complex variables $z_{1}$ and $z_{2}$, where $z_{1}=x_{1}+i x_{2}$ and $z_{2}=x_{3}+i x_{4}$. With $\left(x_{1}, x_{2}, x_{3}, x_{4}\right)$ being quaternion coordinates:

$$
U_{2}=\left(\begin{array}{cc}
z_{1} & z_{2}  \tag{34}\\
-\bar{z}_{2} & \bar{z}_{1}
\end{array}\right)
$$

where $z_{1}, z_{2} \in \mathbb{C}$ and $\left|z_{1}\right|^{2}+\left|z_{2}\right|^{2}=1$

## Appendix B

## Some tips about the 8PolSK-8PSK constellation

## A. Relations between basis points and the Cayley-Dickson projection - hexahedron vs square antiprism example

Figures (15a) and (15b) illustrates how the distribution of points in the base space $S^{2}$ changes the Cayley-Dickson projection of the 8PolSK-8PSK.

(a)

(b)

Fig. 15. (a) Symmetric partitions in two quadrature planes obtained from 64 quaternions using the hexahedron as base space. (b) Non-symmetric (rotated) partitions in two quadrature planes obtained from 64 quaternions using the square antiprism as base space.

In this example, the vertex structures of the hexahedron and the square antiprism were alternately used in the definition of points in the base space. For simplicity, we consider both polytopes as the composition of two parallel squares embedded in $S^{2}$. In this way, considering a common axis perpendicular to these squares, the antiprism have a relative rotation of $\pi / 4$ over the hexahedron. After the generation of each fibration, the resulting effect in the geometry of the four-dimensional 8PolSK-8PSK constellation could be observed in the Cayley-Dickson projection as a rotation in the quadrature plane. (left and right sides of Figure (15b)). The rigid angular displacement between the left and right projections is in turn $0.5 \times(2 \pi / 8)=\pi / 8$, that is by half the value of the relative rotation between the considered parallel squares.

## B. Binary labels from concatenated covering codes

The simple covering code shown in Table (V) originated from two codes. First, a Gray code along the Hamiltonian path illustrated in the graph of Figure (16) was used to label points in the base. The second code, obtained from a de Bruijn sequence of length 3 over a binary alphabet was used to label angular positions sampled in the Hopf fibres [39]. The resulting labels with length 6 are thus concatenated codewords. Since the two codes were applied over rings, the final code can reside in a toric structure with 64 nodes (Figure 17).


Fig. 16. Graph of the Hamiltonian path over the hypercube-3 (hexahedron). The labels along the path comes from a binary Gray code.


Fig. 17. Toric structure with 64 nodes that can be associated with the resulting code shown in Table (V). Rows are related to the angular positions sampled in the Hopf fibres while columns are related to the Hamiltonian path over the hypercube-3 (hexahedron)

TABLE V
Binary labeling of the 8PolSK-8PSK constellation using CONCATENATED CODEWORDS FROM COVERING CODES.

| 00I00I | 01L00I | I I I00I | ILO00I | I0I00I | 01000I | I0000I | 00000I |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 00I0I I | 0LIOL | LIt0II | LIOOL I | L0IOL | 0100II | L000 I I | 0000 I I |  |
| 00I0I0 | 01L0I0 | LILOLO | ILOOLO | L0IOLO | 0100I0 | L000 I0 | 000010 |  |
| 00ILIO | 01ILIO | Ililio | LLOLIO | I0ılio | 010ıl0 | L00I I0 | 000IL0 |  |
| 00ILI | 01till | ItIII | LIOLI | I01 lit | 010LII | I00LII | 000 LI I |  |
| 00L L0I | 01ILOI | IIIIOI | ILOLOI | L0IL0I | 010L0I | I0010I | 00010I |  |
| 00I L00 | 01It00 | LIIL00 | ILOL00 | I0I 100 | 010I00 | I00100 | 000100 |  |
| 00I000 | 011000 | LIL000 | L10000 | 101000 | 010000 | 100000 | 000000 |  |
| (gST) saiqy JdoH padurs $\leftarrow$ |  |  |  |  |  |  |  |  |

C. Numerical example of a 8PolSK-8PSK constellation

|  |  | (LLE*0-‘LLE"0'LLE'0-) |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $\begin{aligned} & o \\ & \dot{a} \\ & 0 \\ & 0 \\ & 0 \\ & 0 \\ & 0 \\ & 0 \\ & 0 \end{aligned}$ | $\begin{aligned} & 0 \\ & \mathbf{U}_{0}^{\omega} \\ & 0 \\ & \mathbf{H}_{0}^{\omega} \\ & 0 \\ & 0 \\ & 0 \\ & 0 \\ & 0 \end{aligned}$ | $\begin{aligned} & o \\ & \dot{0} \\ & 0 \\ & 0 \\ & 0 \\ & \dot{0} \\ & \dot{0} \\ & \dot{0} \end{aligned}$ | $\begin{aligned} & \hat{0} \\ & \dot{U}_{0}^{\omega} \\ & 0 \\ & \dot{U}_{0}^{\omega} \\ & 0 \\ & 0 \\ & 0 \\ & 0 \end{aligned}$ | 0 0 0 0 0 0 0 0 0 0 0 0 | $\begin{aligned} & o \\ & \dot{0} \\ & 0 \\ & 0 \\ & \dot{0} \\ & 0 \\ & \dot{b} \\ & \dot{\sigma} \\ & 0 \end{aligned}$ | 0 0 0 0 0 0 0 0 0 0 0 0 | $\begin{aligned} & 0 \\ & \dot{0} \\ & 0 \\ & \dot{0} \\ & \dot{0} \\ & 0 \\ & 0 \\ & 0 \\ & 0 \end{aligned}$ |  |
| $\begin{aligned} & \text { O} \\ & \omega_{0}^{0} \\ & 0 \\ & \omega_{0}^{\omega} \\ & 0 \\ & 0 \\ & 0 \\ & 0 \end{aligned}$ | 0 0 0 0 0 $\vdots$ 0 0 0 0 0 0 | $\begin{aligned} & 0 \\ & 0 \\ & 0 \\ & 0 \\ & 0 \\ & 0 \\ & 0 \\ & 0 \\ & 0 \\ & 0 \\ & 0.0 \end{aligned}$ | 0 0 0 0 0 0 0 0 0 0 | $\begin{aligned} & 0 \\ & 0 \\ & 0 \\ & 0 \\ & 0 \\ & 0 \\ & 0 \\ & 0 \\ & 0 \\ & 0 \end{aligned}$ | 0 0 0 0 0 0 0 0 0 0 0 0 | $\begin{aligned} & \hat{0} \\ & \dot{0} \\ & 0 \\ & \dot{0} \\ & 0 \\ & 0 \\ & 0 \\ & 0 \end{aligned}$ | $\begin{aligned} & 0 \\ & 0 \\ & 0 \\ & 0 \\ & 0 \\ & 0 \\ & 0 \\ & 0 \\ & 0 \\ & 0 \\ & \hline \end{aligned}$ |  |
| 0 0 0 0 0 0 0 0 0 0 | $i$ 0 0 0 0 0 0 0 0 0 0 0 | $\hat{0}$ 0 0 $\dot{0}$ 0 0 0 0 0 0 0 | $i$ $0_{0}^{\omega}$ 0 0 0 0 0 0 0 | ( $\left.\varepsilon \varepsilon \varepsilon^{\circ} 0^{‘} \varepsilon \varepsilon^{\circ} 0^{-} 68^{\circ} 0^{‘} 0\right)$ | $\begin{aligned} & 1 \\ & 0 \\ & 0 \\ & 0 \\ & 0 \\ & 0 \\ & 0 \\ & 0 \\ & 0 \\ & 0 \end{aligned}$ | 0 0 0 0 0 0 0 $i$ 0 0 0 | $\begin{aligned} & \hat{0} \\ & \dot{\omega} \\ & 0 \\ & 0 \\ & \dot{\omega} \\ & 0 \\ & 0 \\ & 0 \\ & 0 \end{aligned}$ | $\downarrow$ |
| $\begin{aligned} & i \\ & \mathbf{U}_{0} \\ & 0 \\ & 0 \\ & 0 \\ & 0 \\ & 0 \\ & 0 \\ & 0 \end{aligned}$ | $\begin{aligned} & i \\ & 0 \\ & \hat{0} \\ & 0 \\ & 0 \\ & 0 \\ & 0 \\ & 0 \\ & 0 \\ & 0 \end{aligned}$ | $i$ 0 0 0 0 0 0 0 0 0 0 | $\begin{aligned} & \hat{o} \\ & \hat{0} \\ & 0 \\ & 0 \\ & 0 \\ & 0 \\ & 0 \\ & 0 \\ & 0 \end{aligned}$ | 0 0 0 0 0 0 0 $\vdots$ 0 0 0 | T 0 0 0 0 0 0 0 0 0 0 | $T$ 0 0 0 0 0 $\dot{0}$ 0 0 | $i$ 0 0 0 0 0 0 0 0 0 0 $\omega$ |  |
| of 0 0 0 0 0 0 0 0 0 0 0 | $\begin{aligned} & i \\ & 0 \\ & 0 \\ & 0 \\ & 0 \\ & 0 \\ & 0 \\ & 0 \\ & 0 \\ & 0 \\ & 0 \end{aligned}$ | $\begin{aligned} & \text { To } \\ & \dot{+} \\ & 0 \\ & 0 \\ & 0 \\ & 0 \\ & 0 \\ & \dot{0} \\ & \dot{0} \end{aligned}$ | $\begin{aligned} & \text { io } \\ & 0 \\ & 0 \\ & \dot{0} \\ & 0 \\ & \dot{0} \\ & 0 \\ & 0 \\ & 0 \end{aligned}$ | To 0 0 0 0 0 0 0 0 0 0 0 0 | 1 0 0 0 0 0 0 0 0 0 | To 0 0 0 0 0 0 0 0 0 | $\begin{aligned} & \hat{0} \\ & \dot{0} \\ & \dot{0} \\ & \dot{0} \\ & \dot{0} \\ & \dot{0} \\ & 0 \end{aligned}$ | ت 0 0 6 6 0 0 0 0 0 |
| $\begin{aligned} & \hat{0} \\ & 0 \\ & 0 \\ & 0 \\ & 0 \\ & 0 \\ & 0 \\ & 0 \\ & 0 \\ & 0 \\ & 0 \end{aligned}$ | $\overparen{0}$ 0 0 $\dot{b}$ 0 0 0 0 0 0 | 0 0 0 0 0 0 0 0 0 0 0 0 | $\begin{aligned} & 0 \\ & 0 \\ & 0 \\ & 0 \\ & \dot{1} \\ & 0 \\ & 0 \\ & 0 \\ & 0 \\ & 0 \\ & 0 \\ & \hline \end{aligned}$ | $\hat{0}$ 0 0 0 0 0 0 0 0 0 0 | $\begin{aligned} & \text { oo } \\ & 0 \\ & 0 \\ & 0 \\ & 0 \\ & \omega_{0}^{0} \\ & 0 \\ & \omega_{0}^{\omega} \end{aligned}$ | $\begin{aligned} & 1 \\ & 0 \\ & 0 \\ & 0 \\ & 0 \\ & 0 \\ & 0 \\ & 0 \\ & 0 \\ & 0 \\ & 0 \end{aligned}$ | $\begin{aligned} & 0 \\ & 0 \\ & 0 \\ & 0 \\ & 0 \\ & 0 \\ & 0 \\ & 0 \\ & 0 \\ & i \\ & \omega_{0} \end{aligned}$ | $\begin{aligned} & \overrightarrow{0} \\ & \ddot{C} \\ & \text { B } \end{aligned}$ |
| 6 0 0 0 6 0 0 0 0 0 0 | 0 <br>  <br> 0 <br> 0 <br> 0 <br> 0 <br> 0 <br> 0 <br> 0 <br> 0 | $\begin{aligned} & o \\ & 0 \\ & 0 \\ & 0 \\ & 0 \\ & 0 \\ & 0 \\ & 0 \\ & 0 \\ & 0 \\ & 0 \end{aligned}$ | 0 0 0 0 0 0 0 0 0 0 0 0 | O 0 0 0 0 0 0 0 0 0 0 0 0 | $\begin{aligned} & 0 \\ & \dot{0} \\ & 0 \\ & \dot{0} \\ & 0 \\ & 0 \\ & 0 \\ & 0 \\ & 0 \end{aligned}$ | 0 0 0 0 0 0 0 0 0 0 0 | 0 $\dot{0}$ 0 0 0 0 0 0 0 0 |  |
| 0 0 0 0 0 0 0 0 0 0 0 | $\begin{aligned} & o \\ & \dot{0} \\ & 0 \\ & 0 \\ & 0 \\ & \dot{0} \\ & 0 \\ & 0 \\ & \dot{心} \end{aligned}$ | 0 0 0 0 0 0 0 0 0 0 0 0 0 | $\begin{aligned} & \hat{0} \\ & \dot{0} \\ & 0 \\ & 0 \\ & 0 \\ & \dot{0} \\ & \dot{0} \\ & \dot{0} \end{aligned}$ | 0 0 0 0 0 0 0 0 0 | $\begin{aligned} & 0 \\ & 0 \\ & 0 \\ & 0 \\ & 0 \\ & 0 \\ & 0 \\ & 0 \\ & 0 \\ & 0 \\ & 0 \end{aligned}$ | 0 0 0 0 0 0 0 0 0 0 0 | 0 0 0 0 0 0 0 0 0 0 0 |  |
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