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Abstract—The use of massive multiple input multiple output (MIMO) has been considered as a key enabler to achieve the 5G requirements [1]. With the large array of antennas, the beamformers’ uses have become very attractive, specially when the energy is concentrated in a specific direction. However, implementing large arrays becomes prohibitive since the digital-analog converters (DAC) are power hungry devices connected to every radio frequency (RF) chain. So to deal with this bottleneck, the number of RF chains is reduced by using the hybrid beamforming (HB) solution whose implementation enables us to use fewer RF chains than the digital solution while maintaining a high number of antennas. In this work, we propose to extend a diversity-multiplexing transmission scheme called as G2+1+1 for massive MIMO systems in millimeter wave (mmWave) channel. To implement such scheme, we design a Hybrid Beamforming at the base station and a nonlinear decoder at the receiver. Compared with the traditional G2+1+1, our transmission scheme combines diversity, multiplexing and array gains into one unique device. We prove our simulations that our scheme outperforms in terms of bit-error rate (BER) other solutions that only exploit massive MIMO multiplexing gain. Such results show that the proposed solution is very attractive to increase the system reliability and provides enhanced robustness in low and high SNR scenarios.

Index Terms—Hybrid Beamforming, Modified SIC, G2+1+1, Millimeter Wave.

I. INTRODUCTION

The data rate consumption in mobile communication systems is growing exponentially, and fifth generation (5G) systems need to provide technical solutions to follow this growth. The mmWave communication solutions has the potential to offer gigabit-per-second data rates by exploiting the large bandwidth available at mmWave frequencies. However, the mmWave channel communication at high frequencies suffers from high attenuation and signal absorption and it has power-limited due to path loss associated with the wavelengths of the channel [2]. To compensate the significant path loss, very large antenna arrays can be used at the base station (BS) and the mobile station (MS) to exploit beam steering and increase the array gain. The use of large arrays, also called massive multiple input multiple output (MIMO), has been considered as a key enabler to achieve the 5G requirements [1]. The gains provided by the MIMO systems are well known but due to variability of the channel states, there is a need of some coordination to choose the most indicated gain at a certain time. However, when the number of antennas increase extremely, those gains are obtained with almost any coordination [3]. In the same way, one other possibility to avoid coordination is consider transmission schemes that combines diversity and multiplexing in the same transceiver.

In classical MIMO, these techniques of combining diversity and multiplexing have been used to improve the system reliability keeping at the same time a high data rate. For instance, we can mention the scheme that transmits two multi-antenna layers using spatial multiplexing i.e., vertical bell-labs layered space-time (VBLAST) [4], [5] and one multi-antenna layer using space-time block code (STBC) i.e., Alamouti coding [6]. Therefore, we can get jointly the diversity of the STBC and the data rate of the VBLAST scheme. However, the classical implementation for this scheme consists of using a four transmit antenna MIMO system, which is a number extremely low for the massive MIMO case.

With the large array of antennas, the beamformers’ uses have become very attractive, specially when the energy is concentrated in a specific direction. However, the use of digital beamforming requires one radio frequency (RF) chain per antenna which means an inefficient solution in terms of energy consumption, for the number of digital-analog converters (DAC) circuits used. The converters are power hungry devices connected to every RF chain, so their power consumption in implementing large arrays becomes prohibitive. To deal with this bottleneck, the number of RF chains is reduced by using some hybrid beamforming (HB) solution composing analog and digital filters whose implementation enables us to use fewer RF chains than the full digital solution while maintaining a high number of antennas. Although, this scheme imposes hardware limitations that may cause reduction of the system achievable rate, there are works showing achievable rates similar to those obtained by using a pure digital beamforming solution [2], [7]. Some works on HB propose new solutions either interested on achieving the maximum spatial multiplexing gain or the maximum diversity gain [8]. For instance, the authors in [9] consider the VBLAST solution to achieve the multiplexing gain while other works, such as in [10]–[12], present HB solutions based on the STBC scheme to obtain the diversity gain.

In this work, we propose a multi-layer beam transmission scheme for massive MIMO systems that exploits, at the same
time, spatial multiplexing and diversity gains. The transmission is done by means of hybrid beamforming solution, so the large array gain can be used to steer the signal into a specific direction. The signal adopted in this paper follows the G2+1+1 [6] configuration that provides at the same time spatial multiplexing and diversity gains. Therefore, the proposed solution exploits jointly the beamforming, spatial, and diversity gains. The receiver employs a decoder that implements a nonlinear algorithm called backward recursion successive interference cancellation (BRSC), which was proposed in [13]. This algorithm is an enhanced version of the well known successive interference cancellation (SIC) which is used as a VBLAST detection solution as shown in [14]–[16]. Basically, the BRSC has an additional stage, compared to the traditional SIC, to remove the remaining inter-layer interference providing full-diversity at the receiver to all multi-layers. The results obtained in our work, show a system reliability improvement specially in low signal-to-noise ratio (SNR) and low angular spread scenarios, such as millimeter wave channels [17]. Another advantage of this method is the design of the HB which is based on the partial knowledge of the channel. In such a case, the base station (BS) does not need to estimate the full massive MIMO channel which reduces the number of pilot sequences needed to estimate the channel [18].

The remaining of the work is organized as follows. In Section II, we describe the system model, present the HB structure, and the channel model used. In Section III, we explain the nonlinear detection named modified backward recursion successive interference cancellation (BRSC). In Section IV, we present the simulation results of the proposed hybrid beamforming transmission solution in high and low angular spread scenarios. Finally, Section V finalizes this paper with conclusions and perspectives.

II. SYSTEM MODEL

Consider a BS with \( N_{BS} \) antennas and a MS with \( N_{MS} \) antennas. Assume that the number of antennas at the BS is much larger than that in the MS, i.e., \( N_{BS} \gg N_{MS} \). The MS implements a full digital beamforming and the BS employs a HB with \( M \) RF chains. The BS uses a multi-layer beam transmission scheme to serve the MS while the MS decodes the signal using a full digital beamforming solution. The multi-beam layer scheme is composed by \( J = 4 \) layers, where \( K \) data streams that are split into layers. The number of layers is such that \( K \leq M \leq N_{BS} \) and \( K \leq N_{MS} \) [19]. The BS transmits the set of streams using a G2+1+1 scheme as shown in Fig. 1. This scheme encodes a given symbol vector \( s = [s_1, s_2, s_3, s_4, s_5, s_6] \) and generates a space-time codeword matrix as

\[
X(s) = \begin{bmatrix} s_1 & s_2 & s_3 & s_4 \\ -s_2 & s_1 & s_5 & s_6 \end{bmatrix}^T.
\]

where \( K \) is the total transmit power. The codeword matrix is the input of the transmitter beamforming \( F = AD \), where \( A \) is the analog beamforming and \( D \) is the digital beamforming.

![Simplified block diagram of the system with the BS employing G2+1+1 scheme followed by hybrid beamforming and MS using a BRSC decoder followed by G2+1+1 decoder scheme.](image)

The matrix \( A \in \mathbb{C}^{N_{BS} \times M} \) is implemented using a phase-shifter network that connects every RF chain to every antenna element. In this part, only the signal phase is possible to adjust, thus all the entries in \( A \) are constant modulus and consequently no amplitude adjustment can be performed. Whereas for the digital part, the matrix \( D \in \mathbb{C}^{M \times 4} \) is implemented using a set of DSPs which does not impose modulus restrictions on entries of \( D \). Finally, the received signal at the MS is denoted for

\[
Y = HADX(s) + Z,
\]

where \( Z \in \mathbb{C}^{N_{MS} \times K} \) is the corrupting Gaussian noise at the received signal and \( H \in \mathbb{C}^{N_{MS} \times N_{BS}} \) is the channel matrix that can be assumed as a channel to millimeter wave frequencies [2].

We consider a scenario with \( L \) scatterers in which each one has a single propagation path that connects the BS and MS [21]. We assume a flat-fading channel model for the ease of the problem exposition; however, the proposed technique can be extended for the frequency selective case by assuming an orthogonal frequency division multiplexing (OFDM). The channel model is expressed as

\[
H = \sqrt{\frac{N_{BS}N_{MS}}{\rho}} \sum_{l=1}^{L} \alpha_l a_{MS}(\theta_{RX,l}) a_{BS}^H(\theta_{TX,l}).
\]

where \( \rho \) is the average path-loss between the BS and MS, \( \alpha_l \sim \mathcal{N}(0, P_R) \) is the complex gain of the \( l^{th} \) path with \( \theta_{TX,l}, \theta_{RX,l} \) the angles of departure and arrival (AoDs/AoAs) are \( \theta_{TX,l} \in [0, 2\pi] \) and \( \theta_{RX,l} \in [0, 2\pi] \), respectively. The steering vectors \( a_{BS}(\theta_{TX,l}) \) or \( a_{MS}(\theta_{RX,l}) \) represent an uniform linear arrays (ULA) and can be represented as

\[
a_{BS}(\theta_{TX,l}) = \frac{1}{\sqrt{N_{BS}}} [1, e^{j(2\pi/\lambda)d\sin(\theta_{TX,l})}, \ldots, e^{j(N_{BS}-1)(2\pi/\lambda)d\sin(\theta_{TX,l})}]^T,
\]

where \( \lambda \) is the signal wavelength and \( d \) is the distance between antenna elements.

The design of the analog beamforming \( A \) is based uniquely on the angular information of the transmitter side, \( \theta_{TX,l} \). Although the estimation of such information plays an important role for designing the transmitter, we assume perfect knowledge of the transmitted angles at the BS. It chooses a set of paths by estimating the \( M \) strongest ones [22] and
determines the phase-shifter values according to the steering vector of the chosen directions. This approach is attractive because the steering vector naturally meets the constant modulus restriction since the amplitude of each element is equal as shown in Eq. (4). Moreover, the BS does not require knowledge of the full massive MIMO channel, for the G2+1+1 symbols are beamformed by using the transmitter side angles, i.e., the $M$ columns of analog beamforming $A$ are the steering vectors that compose the channel $H$ shown in Eq. (3) and $D$ is a diagonal matrix that controls the power of each beam. In such a case, the complete channel state information (CSI) estimation is avoided, so the system saves communication resources by avoiding the use of long pilot sequences [23].

III. CANCELLATION OF MULTI-LAYER INTERFERENCE

In general, nonlinear detection techniques achieve better performance than linear ones at a cost of increasing the computation burden [13]. We show in this section a nonlinear solution that is a modification of the classical nonlinear SIC algorithm. The method succeeds in mitigating the multi-layer interference without increasing significantly the algorithm complexity compared to the classical SIC algorithm.

The class of SIC detection algorithms are nonlinear decoding methods that detect sequentially the layer data streams. More specifically, the first symbol is obtained at the output of a linear detector that is applied over the received signal. Assuming a perfect symbol decision, this estimate is used to cancel the first layer interference caused in the second layer. After this, another linear filter is applied to extract the second layer symbol. The process is then repeated until the decoder extracts the symbols of all layers [24], [25].

The SIC algorithm works to remove the interference per layer. However, only in the last layer detection phase, the algorithm has collected the total information about interference from all the other layers, i.e., only the last one has a detection process without interference assuming a perfect estimation in the previous stages. On the other hand, the first layer has poorest detection performance because there is no interference cancellation process in the first stage of the algorithm. The intermediate layers achieve then better performance as more symbols had been detected before. Thus, only last layer enjoys the full diversity.

To deal with the SIC limitation, we use the BRSIC algorithm proposed in [13]. While the first one has a forward recursion loop that cancels out part of inter-layer interference, the second one adds a backward recursion loop to remove the remaining inter-layer interference at the output of the first loop. This modification provides a greater diversity gain than the classical SIC solution, and, consequently, the detection performance of each individual layer increases [20]. A pseudo-code of BRSIC is shown in the Algorithm 1.

Note that, we need to design a filter to extract the layers either for the SIC or BRSIC. Our approach in this paper is to use a minimum mean square error (MMSE) filter $W = \left[ w_1, \ldots, w_J \right]$ to extract the $J$ transmitted layers in the received signal $Y$ and considering $E_s$ the energy of the transmitted signals. More specifically, the algorithm selects the $j$th column of $W$, defined as $w_j$, and filters $Y_j$ to extract the $j$th layer. The output is expressed as $\hat{x}_j = Y^H J w_j$.

The design of $W$ depends on the CSI. However, the channel is compressed due to the beamformed-based transmission scheme that reduces the full massive MIMO channel into an effective one whose expression is given by

$$H_e = \text{HAD} \in \mathbb{C}^{M \times N_{MS}}.$$ (5)

The use of effective channel information $H_e$ instead of the full massive MIMO channel $H$ turns out the MMSE filter implementation simpler. This simplicity occurs because the dimension of the matrix $H_e$ is much smaller than the full massive MIMO channel and consequently the matrix inversion in the MMSE filter is less costly. Thus, it is very important to use a precoding solution not only to enable G2+1+1 scheme, but also to enable less complex detectors solutions in the receiver. In this work, we assume that the effective channel is known at the receiver, and the imperfect channel acquisition case will be considered in a future work due to the lack of space in this letter.

The symbol detection after filtering $w_j$ is represented by the operator $Q(\cdot)$ which means quantization operation in accordance with the employed digital modulation, thereby $\hat{x}_j$ represents the filtered symbols on the $j$th layer. The estimated symbol $\hat{x}_j$ is obtained, and its contribution in the other layers is canceled. This yields a modified received signal given per $Y_{j+1} = Y_j - h_{e,j} \hat{x}_j$, where $h_{e,j}$ is the $j$th column of the channel matrix $H_e$ and $h_{e,j} \hat{x}_j$ represents the estimated interference from the $j$th layer.

After ending the forward loop, the algorithm starts the backward loop to obtain the improved symbol $\hat{x}'_j$. The process is similar as in the forward loop, in which the modified received signal $Y_{j-1}$ is calculated and filtered by $w_{j-1}$; the operator $Q(\cdot)$ is applied over the filter output, defined by $\hat{x}'_{j-1}$, and returns the estimated symbol $\hat{x}'_{j-1}$.

Assuming that the symbols are estimated perfectly, the SINR of a given layer $j$ of the traditional SIC is given by

$$\text{SINR}\_{j} (j < J) = \frac{E_s \ | w_j^H h_{e,j} |^2}{\sum_{j+1}^{J} | w_j^H h_{e,j} E_s |^2 + \| w_j^H \|_2^2 \sigma_x^2}. \quad (6)$$

Considering the BRSIC approach, we will be able to eliminate the first term of the denominator in the backward recursion of the BRSIC, therefore, we will experiment a modified SINR for a given layer $j$ as

$$\text{SINR}_j = \frac{E_s \ | w_j^H h_{e,j} |^2}{\| w_j^H \|_2^2 \sigma_x^2}. \quad (7)$$

Then, we can argue the improvement at the BER performance due to the addition of the backward recursion of the BRSIC.

Assuming the channel is known at MS, the detection of each symbol layer is enhanced by the beam high gains which are achieved due to the massive MIMO array. Therefore, the use of HB increases the correct decision rate of the BRSIC receiver, i.e., the bit error rate (BER) decreases. A more detailed description of such an algorithm is found in [13] and [26].
Note that the analog beamforming selects the set of directions to be used in the transmission, and, consequently the channel dimensions are reduced to the order of number of RF chains. The equivalent channel is far smaller than the full massive MIMO channel because the number of RF chains is smaller than the number of antennas. Therefore, one advantage of using HB is that the BRSIC computational burden increases with the number of RF chains instead of the number of antennas. The computational complexity of the proposed algorithm is calculated in function of the MMSE filter computation and the operations performed in the forward and backward loops. The dominant complexity cost is associated with the inverses of the matrices. In accordance with [27], the computational complexity of the MMSE filter is obtained based on the inverse of a square matrix of size $N_{MS} \times N_{MS}$, which is $O(N_{MS}^{3})$, and the complexity of the matrix product between a square matrix of size $N_{MS} \times N_{MS}$ and a rectangular one $N_{MS} \times M$, which is $O(MN_{MS}^{2})$. Moreover, the number of operations inside each loop is approximately $O(N_{MS})$. Therefore, the overall complexity is approximately $O(\max(N_{MS}^{3}, MN_{MS}^{2}, N_{MS}))$. Thus, we observe that the complexity of the BRSIC algorithm is approximately $O(N_{MS}^{3})$ and it corresponds to the same computational cost of the SIC algorithm.

Algorithm 1 BRSIC algorithm

<table>
<thead>
<tr>
<th>Spatial Filter MMSE:</th>
</tr>
</thead>
<tbody>
<tr>
<td>$W^H = \sqrt{\frac{E_s}{J}} [H^H H + \sigma^2 I_J]^{-1} H^H$</td>
</tr>
</tbody>
</table>

Foward loop:

$Y_1 \leftarrow Y$

for $j = 1$ to $J$

$\hat{x}_j = Y^H_j w_j$

$\tilde{x}_j = \hat{x}_j$

$Y_{j+1} = Y_j - h_{e,j} \tilde{x}_j^T$

end for

Backward loop:

for $j = J$ to $2$

$\tilde{Y}_{j-1} = Y_{j-1} - \sum_{j} h_{c,j} \tilde{x}_j^T$

$\hat{x}_{j-1} = Y^H_{j-1} w_{j-1}$

$\tilde{x}_{j-1} = \hat{x}_{j-1}$

end for

IV. SIMULATION RESULTS

In this section, we evaluate our hybrid beamforming solution, which combines the enhanced spatial multiplexing capabilities of the large array and the robustness of G2+1+1 scheme. At the BS, the beamforming is implemented with $N_{BS} = 128$ transmitter antennas and $M = 4$ RF chains. The channel is generated using Eq. (3), where the angles are defined for two different scenarios. One has a set of angles that configures a high angular spread scenario while the second set defines a low angular spread one. At the receiver, we separate the data streams of each transmission layer by designing nonlinear and linear decoders assuming the number of antennas $N_{MS} = 4$. To compare the proposed transmission scheme with different receiver solutions, we evaluated them in terms of BER assuming a QPSK modulation.

Fig. 2 shows the system performance considering a high angular spread scenario. The angles of departure and arrival in such a case are $\theta_{TX,i}$ and $\theta_{RX,i}$, with a angle spacing which varies of $15^\circ$ to $90^\circ$. Using the proposed hybrid beamforming scheme, the BS encodes $K = 4$ data streams using the G2+1+1 scheme, and the receiver employs a BRSIC nonlinear decoder to separate them. This solution is compared with the case where there is no G2+1+1 encoder at the transmitter and the receiver employs either a simple linear decoder, which can be zero forcing (ZF) and MMSE, or a nonlinear decoder [26], which is a the BRSIC solution.

The HB-ZF and HB-MMSE curves show the BER performance using a ZF and MMSE receivers, respectively. The curves converge to the same performance as the SNR increases. However, the results show the ZF and MMSE limitations, where their BER performance achieves only $10^{-3}$ even at very high SNR. One way to improve the BER consist of using a nonlinear receiver as can be noticed by the curve HB-BRSIC. This is because the symbol detection per layer is better than that performed by the linear decoders. Using the symbols detected per layer, the algorithm cancels out the interference in every layer. Therefore, the BRSIC solves locally multiple MMSE problems always taking into account the decision from the last layer. In the low SNR regime, the probability of taking the wrong symbol decision per layer is high resulting in a small gain with respect to the other linear receivers. The use of a G2+1+1 combined with the HB gain provides great performance in both high and low SNRs. The robustness inserted by the Alamouti layer reduces the probability of wrong decisions on the BRSIC steps and consequently improves BER system performance.

The Fig. 3 shows the BER performance for a low angular spread scenario. In such a case, the angles of departure and arrival, $\theta_{TX,i}$ and $\theta_{RX,i}$, have a angle spacing of $\pi/20$. Assuming a BS equipped with $N_{BS} = M = 4$ transmitter antennas and a receiver with $N_{MS} = 4$ receive antennas, the HB-BRSIC curve shows a poor performance due to the low angular spread of the channel that generates a strong interference among the layers. The insertion of the G2+1+1 scheme provides a better performance to the system, however the benefits are only enjoyed under high SNR conditions. Note that the interference among the layers is the limiting factor that cannot be efficiently handled with few antennas. Using a massive array, the BS has a high spatial definition that can be used to mitigate such an interference by properly designing the beamforming. The proposed solution combines such a spatial selectness with the G2+1+1 encoder robustness to reduce the interference among the layers. This explains the result expressed by the curve that represents a 128x4 MIMO system.

V. CONCLUSION

In this work, we propose a multi-layer beam transmission scheme for massive MIMO that exploits, simultaneously, high
beamforming, spatial multiplexing and diversity gains. The transmission is done by means of hybrid beamforming solution, thus the gain obtained by the large array can be used to point the signal at a specific direction. The encoder used follows the G2+1+1 configuration that provides, at the same time, spatial multiplexing and diversity gains. Furthermore, the receiver employs a BRSIC nonlinear decoder.

The proposed scheme provides great robustness in scenarios with either low or high SNR. This is because our solution mainly combines the high gain of massive MIMO and the robustness of the G2+1+1 scheme. Furthermore, we also achieved good performances in low angular spread conditions, where the poor channel in spreaders increases the interference among the data streams. The results showed that the proposed scheme is an attractive solution to be used by massive MIMO systems to enhance their BER performance even in challenging situations, as for instance in low SNR and/or low angular spread scenarios. Another interesting aspect is that the analog

beamforming is constructed only based on the angular information of the channel which means that the BS does not need to acquire the whole the channel matrix to design the proposed HB solution. As a continuation of this work, we will extend our solution to cope with the multi-user scenario.
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