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Abstract—Sampling Clock Offset (SCO) estimation is an important issue in Orthogonal Frequency-Division Multiplexing (OFDM) systems because sampling frequency mismatch between the transmitter and the receiver may severely degrade the system performance due to the loss of orthogonality between the subcarriers. SCO estimation in mobile environment is quite challenging since channel variation leads to an additional phase rotation that masks the SCO effects. However, most of the existing techniques rely on the assumption of a time-invariant channel and become considerably inaccurate in a mobile environment. In this paper, we propose an improvement to an existing pilot-aided SCO estimator aiming to provide robustness against channel variations. Performance was evaluated through simulations in an ISDB-T (Integrated Services Digital Broadcasting Terrestrial) compliant system and the results have shown a considerable improvement for all ranges of signal-to-noise ratios, specially for higher Doppler spread.
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I. INTRODUCTION

Orthogonal Frequency-Division Multiplexing (OFDM) is a multi-carrier technique that achieves high spectrum efficiency by dividing data into closely spaced subcarriers which constitute parallel orthogonal data-streams. It has been adopted in several broadband communication systems such as digital TV standards DVB [2] and ISDB [3].

It is known that the performance of OFDM systems is very sensitive to a precise synchronization. Sampling Clock Offset (SCO), also called Sampling Frequency Offset (SFO), occurs when the receiver’s sampling frequency does not correspond to the true value. It is a central issue in practical implementations since such impairment leads to the loss of orthogonality between the subcarriers, i.e. Inter-Carrier Interference (ICI), causing performance degradation. The effects are intensified when larger OFDM symbols are used, as it is the case on ISDB-T system. SCO estimation in mobile environment is quite challenging since channel variation leads to an additional phase rotation that masks the SCO effects. However, most of the existing techniques rely on the assumption of a time-invariant channel and become considerably inaccurate in a mobile environment. In this paper, we propose an improvement to an existing pilot-aided SCO estimator aiming to provide robustness against channel variations. Performance was evaluated through simulations in an ISDB-T (Integrated Services Digital Broadcasting Terrestrial) compliant system and the results have shown a considerable improvement for all ranges of signal-to-noise ratios, specially for higher Doppler spread.

II. SYSTEM MODEL

Consider an OFDM system in which the transmitted baseband signal is given by [11]:

\[
s(t) = \frac{1}{\sqrt{T_s}} \sum_{l=-\infty}^{+\infty} \sum_{k=-K/2}^{+K/2} a_{l,k} \psi_{l,k}(t),
\]

where \(a_{l,k}\) denotes the data (or pilot) symbols, with \(k\) being the subcarrier frequency index and \(l\) being the OFDM symbol time index, \(K + 1\) (with \(K\) even) is the total number of data symbols
on each OFDM symbol and $\psi_{l,k}(t)$ denotes the subcarrier pulses with baseband frequency $f_s = k/T_o$, where $T_o$ is the useful time period where information can be transmitted.

We also assume that the OFDM symbol has a guard interval of duration $T_g$ appended to its prefix to retain the orthogonality after passing through time dispersive channels, so that we can define the subcarriers pulses as:

$$\psi_{l,k}(t) = \exp \left( j2\pi \left( \frac{t}{T_o} \right) (t - T_g - lT_s) \right) u(t - lT_s) \quad \text{for } 0 \leq t < T_s$$

where $T_g = T_u + T_g$ is the guard interval which equivalent channel impulse response is $\tau + lT_s$.

The signal is then transmitted over a frequency selective fading channel which equivalent channel impulse response is $\tau + lT_s$. The signal is then transmitted over a frequency selective channel scenario.

$$\tau = T' - T.$$ We suppose that no other synchronization error is present. By substituting (1) in (5), the time domain signal may be written as

$$r_{l,n} = \sum_i h_i(nT') \sum_k a_{l,k} \psi_{l,k}(n'T' - \tau_i) + \eta(n'T').$$

After the demodulation via FFT, the frequency domain samples become [11]

$$z_{l,k} = \left[ \exp(j\pi\phi_k) \cdot \exp(j2\pi\phi_k(lN_s + N_g)/N) \right] \sin(\pi\phi_k) a_{l,k} H_{l,k}$$

$$+ \sum_{i \neq k} \left[ \exp(j\pi\phi_{l,i}) \cdot \exp(j2\pi\phi_{l,i}(lN_s + N_g)/N) \right] \sin(\pi\phi_{l,i}) a_{l,i} H_{l,i} + \eta_{IC,k} + \eta_{k},$$

where $\phi_{l,k} = (1 + \zeta)i - k$, $\phi_{l,i} = \phi_{k} = \zeta k$.

A first remarkable effect is the appearance of new additive ICI term, i.e., the second term of (11). This term is analogous to $\eta_{IC}$ and is composed of the summation of the product of random variables and one of them is the zero-mean independent identically distributed $a_{l,k}$ symbols, so that they are uncorrelated and also have zero mean, thus, being usually modeled as a Gaussian variable [13]. Hence, for simplicity it will be incorporated into the noise term $\eta_{IC,k}$ from the time-varying channel scenario.

Some further simplifications can be performed on (11). For practical deviations ($\phi_k < < 1$) the multiplicative term $\sin(\pi\phi_k) \approx 1$ so that it can be neglected. Likewise, the time invariant term $\exp(j\pi\phi_k)$ can be incorporated into the channel gain factor $H_{l,k}$. We are left with

$$z_{l,k} = a_{l,k} H_{l,k} \exp \left( \frac{j2\pi k\zeta}{N} (lN_s + N_g) \right) + a_{l,k} + \eta_{IC,k}.$$ 

Therefore, the main effect of SCO on the received symbols – set aside ICI – is a phase rotation that linearly grows with the subcarrier index $k$. The slope of this linear phase distortion is directly proportional to the relative SCO ($\zeta$), which will be estimated by the algorithms presented in section III.

III. SCO ESTIMATION

Pilot symbols are used in the estimation process. In this paper we adopt a pilot structure compatible with ISDB-T
systems, which is represented in Fig. 1. Each OFDM symbol may contain one of the four different types of scattered pilots – A, B, C, and D in sequence – characterized by the subcarrier index of the first pilot. Within one symbol the pilots are equally spaced by 12 subcarriers. The pilot content is a BPSK (Binary Phase-Shift Keying) symbol following a PRBS (Pseudo Random Binary Sequence) defined in [3]. Nevertheless, the following algorithms presented in this paper are not restricted to this specific pilot pattern, being applicable to other pilot spacings both in time and frequency domains.

A. Conventional Method

Considering equation (13) and neglecting the noise terms, it remains impossible to estimate the phase rotation on the pilot symbols because of the unknown channel gain term $H_{l,k}$. As a matter of fact, in most practical systems the synchronization block precedes the channel estimation.

The main idea of the method proposed in [5] is to eliminate the effects of the channel gain term by taking the phase difference between two pilots in different symbols that hold the same subcarrier index. This can be achieved by taking the product with the complex conjugate of the second pilot.

$$Y_{D,k} = z_{l+D,k} \cdot z_{l,k}^* = [a_{l+D,k} H_{l+D,k} \exp(j2\pi k \Delta N_s)] [a_{l,k}^* H_{l,k}^* \exp(-j2\pi k \Delta (N_s + N_g)/N)]$$

where $D$ is the distance in OFDM symbols between the pilots of the same type (e.g., see Fig. 1).

In the ISDB-T standard, the pilot structure is so that $D=4$, in which $a_{l,k}=a_{l+D,k}$. Also note that in (14) the channel is assumed static between the two symbols where the pilots are located, i.e., $H_{l,k}=H_{l+D,k}$ so that the product $Y_{D,k} = H_{l,k}^* H_{l+D,k} = |H_{l,k}|^2$. Furthermore, the phase of $Y_{D,k}$ no longer depends on the symbol index, but only on the distance $D$.

If we plot the phase of the products $Y_{D,k}$ as a function of the pilot subcarrier index $k$, as long as the static channel hypothesis holds, we obtain a linear pattern with the previously neglect additive Gaussian noise as shown in Fig. 2.

The main goal is to determine the slope, which directly gives the corresponding $\zeta$ (SCO). In order to provide such estimate, let us consider the phase difference between two distinct arbitrary carriers $k_1$ and $k_2$, with $\Delta k = k_1 - k_2$, so that

$$\Delta B(D, \Delta k) = \arg(Y_{D,k_1}, Y_{D,k_2}) = 2\pi \Delta k \zeta D N_s / N.$$ (15)

Now, considering the presence of noise that was neglected in eqs. (14) and (15), the best way to achieve a more robust estimation is to consider all possible combinations of two $Y_{D,k}$ and then calculate the average - always dividing by the corresponding carrier spacing $\Delta k$.

$$\zeta = \frac{N}{2\pi D N_s} \left( \frac{\sum S \Delta B(D, \Delta k) / \Delta k}{M (M - 1)/2} \right)$$ (16)

where $M$ is the total number of pilots in one OFDM symbol.

This is a one-shot estimator, and a new estimation can be obtained at every incoming symbol. Also, in order to avoid distortions on the estimated SCO value, the SCO deviation must be so that the largest pilot carrier spacing ($\Delta k_{\text{max}}$) must result in $\Delta B(D, \Delta k_{\text{max}}) < 2\pi$. In other words,

$$\zeta < \frac{1}{N S \Delta k_{\text{max}} D}$$ (17)

As mentioned before, one of the assumptions used in this method is that the channel is time-invariant within the interval of $D$ OFDM symbols. If such assumption is not met, the channel time variation will cause an extra phase rotation that can be different for each subcarrier and, in principle, cannot be distinguished from the SCO effect. As shown in Fig. 3 the referred linear pattern in the phase of $Y_{D,k}$ might get severely distorted.

To illustrate this point, Fig. 4 shows the output of the aforementioned method for a constant SCO value of $\zeta = 50$ ppm and under a mobile channel TU6 (see table II) with a normalized Doppler frequency of $f_D T_s = 0.0094$ which, for a carrier frequency $f_c = 806$ MHz, corresponds to 50 km/h for a FFT size of 2048 on ISDB-T standard and infinite signal-to-noise ratio (SNR). Since no noise was added to the signal, it can be seen that the channel variation alone induces severe deviations in the output of the estimator.

An effective strategy is to post-process the estimator output by averaging the estimated values using a filter such as an exponential moving average filter (i.e., a loop-back filter) given by [4]

$$\hat{\zeta}_{l+1} = \lambda \hat{\zeta}_l + (1 - \lambda) \hat{\zeta}_l,$$ (18)
where $\lambda \in [0, 1]$ is the forgetting factor, in which the closest to one, the larger is the (exponentially decreasing) weight used to ponder the older estimations. $\zeta$ and $\hat{\zeta}$ are the estimated SCO obtained from (16) and the exponential moving average filter output for the $l$-th OFDM symbol, respectively.

The averaged SCO guarantees a more precise result at the expense of some convergence delay. The exponential moving average filter output is also plotted in Fig. 4 and we can see that, although better behaved, its output is still quite noisy on a mobile environment, despite the large forgetting factor and the infinite SNR.

The resulting estimator structure is shown in Fig. 5.

### B. Mitigation of Time-Varying Channel Effects

The phase distortion caused by the channel variation is different on each subcarrier. Some might be more distorted than others. For instance, in Fig. 3 the central subcarriers are quite far away from the line with the SCO slope. This observation is the central idea of the improvement we are proposing. Simply put, the method consists of a heuristic to identify the probable outliers – the most distorted terms – thus preventing them from contaminating the estimation.

In eq. (16) all possible combinations of $Y_{D,k}$ are considered in the averaging, even the ones that involve an outlier. Instead, we can set a certain threshold $\delta$ around a reference value and ignore all the $\Delta B(D, \Delta k)/\Delta k$ that would lead to a result outside this zone, as illustrated in Fig. 6. A similar idea has been proposed by Won et al. [14]. They performed an initial estimation by the conventional method (given by eq. (16)) and took it as a reference for identifying the outliers in the set of all possible $\Delta B(D, \Delta k)/\Delta k$. Then, the outliers are eliminated and the estimation is recalculated without them. However, some realizations of the set $\Delta B(D, \Delta k)/\Delta k$ may be severely distorted and the classical estimation will be very far from the actual SCO. So, taking it as a reference would result in a poor identification of the outliers. Then our first contribution, firstly shown in [1], is to avoid this problem by using the exponential moving average output, $\hat{\zeta}$, as the reference since it provides a more reliable estimation by averaging over many other realizations. This modification corresponds to the dashed line in Fig. 5. A case where the two mentioned reference values differ significantly is shown in Fig. 6. Since the illustrated realization is severely distorted, the approach proposed in [14] gets biased by the numerous outliers while the proposed approach leads to a much more accurate reference value.

Notwithstanding the good steady-state results of this approach, as shown in [1], it also presents a problem. In the event of an abrupt change of the SCO with respect to the reference value, such as in the system initialization where the
reference value is initialized with zero, it is possible that the entire set of $\Delta B(D, \Delta k)/\Delta k$ gets discarded, generating a null $\dot{\zeta}$. In order to overcome such an exception, we make $\zeta = \zeta'$, i.e., we feed the moving average filter with its own output and thus, we keep the same $\zeta'$ as a reference, since we do not have a valid estimation. If such scenario is repeated indefinitely, the estimator proposed in [1] will not converge to the true SCO value.

In order to overcome such limitation, additional mechanisms can be introduced. Switching from the conventional to the proposed method in [1] after quite a few OFDM symbols solves the problem for the system initialization, but not for an abrupt change of the SCO after it, as we illustrate further ahead. A possibility is to use an adaptive threshold, but the calculation of such value is not evident and can become very cumbersome. We avoid such problem by providing two simple methods that can achieve similar or better performances with respect to our original solution in [1] and that is also robust to any abrupt change of the actual SCO.

The first method is to saturate to the closest threshold every value $\Delta B(D, \Delta k)/\Delta k$ that violates it. The saturation algorithm is described in Algorithm 1.

**Algorithm 1 Saturation technique**

1: for all $\Delta k$ pairs do
2: \hspace{1em} slope $\leftarrow \Delta B(D, \Delta k)/\Delta k$
3: \hspace{1em} test $\leftarrow$ slope $- 2\pi D N_s \zeta_{ref}$
4: \hspace{1em} if $|test| > 2\pi D N_s \delta$ then
5: \hspace{2em} $\Delta B(D, \Delta k)/\Delta k \leftarrow 2\pi D N_s \left(\zeta_{ref} + \text{sign(test)} \delta\right)$
6: \hspace{1em} end if
7: end for
8: return $\dot{\zeta} = \frac{N}{2\pi D N_s} \left(\sum_{k=1}^{N-1} \frac{\Delta B(D, \Delta k)/\Delta k}{M(M-1)/2}\right)$

The other technique is to use a constrained set formed by the $Q$ values among all possible $\Delta B(D, \Delta k)/\Delta k$ values that are closest to the reference $2\pi D N_s \zeta_{ref}$. Such technique is described in Algorithm 2.

**Algorithm 2 Constrained set technique**

1: $m \leftarrow 1$
2: for all $\Delta k$ pairs do
3: \hspace{1em} slopes[$m$] $\leftarrow \Delta B(D, \Delta k)/\Delta k$
4: \hspace{1em} $m \leftarrow m + 1$
5: end for
6: \hspace{1em} (vec, index) $\leftarrow$ sort(\{slopes $- 2\pi D N_s \zeta_{ref}\}) \triangleright$ where $(\text{B}, \text{I}) \leftarrow \text{sort}(A), \text{B} = \text{A}(\text{I})$
7: return $\dot{\zeta} = \frac{N}{2\pi D N_s} \left(\sum_{i=1}^{N-1} \text{slopes[index[i]]}/Q\right)$

Section IV presents some simulation results confirming the superiority of our proposed method over the Won technique described in Section III-B and in more detail in [14]. Won et al. also proposes other measures to achieve better performance such as a noise reduction technique through the use of the channel impulse response sparsity. These other improvements are left aside when implementing the Won technique in order to make a fair comparison regarding only the additional noise introduced by the time-varying channel.

**IV. SIMULATION RESULTS**

The simulations parameters based on the ISDB-T standard are listed in Table I (except for the System validation part). The threshold value ($\delta$) and the constrained set size ($Q$) were obtained through simulations for a forgetting factor of 0.9 aiming a good performance compromise for both mild and high mobility scenarios (50 km/h and 200 km/h) in terms of root mean square error (RMSE), i.e.

$$\text{RMSE} = \sqrt{\frac{1}{N \sum_{k=0}^{N-1} (\zeta - \zeta'_k)^2}},$$

where $N$ is the number of estimations and $\zeta'_k$ is the SCO estimation after the moving average filtering for the $k$-th OFDM symbol. For more details on the choice of the threshold value and the constrained set size, refer to subsection IV-A.

The mobile channel profile is the TU6 (6-tap Typical Urban) defined by COST-207 standard [15] and described in Table II. Finally, the pilot symbol power is 4/3 of the average data symbol power as defined by [3].

**Table I**

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>FFT size</td>
<td>2048</td>
</tr>
<tr>
<td>Guard interval</td>
<td>1/8</td>
</tr>
<tr>
<td>Pilot symbols per OFDM symbol</td>
<td>117</td>
</tr>
<tr>
<td>Pilot symbols spacing</td>
<td>12</td>
</tr>
<tr>
<td>Number of virtual subcarriers</td>
<td>654</td>
</tr>
<tr>
<td>Comb pilot pattern period (D)</td>
<td>4</td>
</tr>
<tr>
<td>System bandwidth</td>
<td>6 MHz</td>
</tr>
<tr>
<td>Carrier Frequency</td>
<td>806 MHz</td>
</tr>
<tr>
<td>Data Modulation</td>
<td>64QAM</td>
</tr>
<tr>
<td>Channel Profile</td>
<td>TU6</td>
</tr>
<tr>
<td>Threshold ($\delta$)</td>
<td>6 ppm</td>
</tr>
<tr>
<td>Constrained set size ($Q$)</td>
<td>1000</td>
</tr>
</tbody>
</table>

**Table II**

<table>
<thead>
<tr>
<th>#Tap</th>
<th>Delay [µs]</th>
<th>Power [dB]</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.0</td>
<td>-3</td>
</tr>
<tr>
<td>2</td>
<td>0.2</td>
<td>0</td>
</tr>
<tr>
<td>3</td>
<td>0.5</td>
<td>-2</td>
</tr>
<tr>
<td>4</td>
<td>1.6</td>
<td>-6</td>
</tr>
<tr>
<td>5</td>
<td>2.3</td>
<td>-8</td>
</tr>
<tr>
<td>6</td>
<td>5.0</td>
<td>-10</td>
</tr>
</tbody>
</table>

**System Validation:** In order to validate our simulation results, we have reproduced some previously published results of a SCO estimator’s performance under the same simulation setup. In [16] the conventional method has been implemented on an ISDB-T system with the slight modification of fixing a single carrier spacing $\Delta k$ instead of averaging over all possible spacings $\Delta k$ as in eq. (16). By using the same simulation parameters as in [16] (Table II), we obtain very close RMSE results as shown in Fig. 7.
Performance analysis: Firstly, using a forgetting factor equal to 0.9 for all techniques, i.e., the conventional one, the method proposed by Won et al. [14], the saturation method and the constrained set, as well as the version proposed by us in [1], we evaluate their RMSE x SNR performance for 6 km/h (Doppler spread \( f_d = 4.48 \) Hz and normalized Doppler spread \( f_dT_s = 0.0011 \) for the specified parameters), 50 km/h (\( f_d = 37.31 \) Hz and \( f_dT_s = 0.0094 \)) and 200 km/h (\( f_d = 149.26 \) Hz and \( f_dT_s = 0.0376 \)) in Figs. 8, 9 and 10, respectively. The RMSE values where obtained by using ten independent runs with a total of 3600 OFDM symbols each, in which 250 symbols were used to eliminate any transient behavior of the exponential moving average filter.

We can see that all techniques suffer from an error floor for higher SNR values, but the proposed techniques are much more effective for higher mobility channels (i.e., 200 km/h), providing more than three times less RMSE than the Won. et al. [14] and the conventional technique, which have similar performances. For mild mobility channels (i.e., 50 km/h), the performance difference is smaller as would be expected, since the distortion introduced by the time-varying channel is naturally mitigated. Nonetheless, the constrained set technique presents some advantage over the saturation one for the lower range of SNR values.

The two techniques proposed in this article achieved considerably close results when compared to the simplified version previously proposed, except on the high speed scenario. In any case, it is important to emphasize that the previous technique is not sufficiently robust as will be demonstrated in the following.

One may correctly argue that the higher RMSE of the conventional and Won et al estimators with regard to the proposed techniques can be equalized with additional filtering such as using a larger forgetting factor. However, this will negatively affect the convergence rate, making it slower. Hence, in order to analyze such question, we have adjusted the forgetting factor of all techniques in order to make their steady-state RMSE equal. The RMSE obtained by the saturation technique with a forgetting factor of 0.9 was taken as a reference. The forgetting factors required by each technique to equalize such reference is shown in Table III.

Then, we present the estimators’ outputs along the time (in OFDM symbols) for a fixed SNR of 20 dB and an abrupt change of 100 ppm of the SCO in Figs. 11, 12 and 13 for 6, 50 and 200 km/h, respectively.

Table IV shows the number of symbols required by each technique to converge, averaged over ten independent channel realizations. The estimator is considered to have converged as
OFDM Symbol Index
Estimated SCO [ppm]
Fig. 11. Convergence rate comparison (TU6 channel 6 km/h)

OFDM Symbol Index
Estimated SCO [ppm]
Fig. 12. Convergence rate comparison (TU6 channel 50 km/h)

OFDM Symbol Index
Estimated SCO [ppm]
Fig. 13. Convergence rate comparison (TU6 channel 200 km/h)

It can be seen in Fig. 11 that the simplified technique proposed in [1] could not cope with an abrupt change in the SCO, as anticipated in Section III-B. For this reason, this particular technique will be omitted from the remaining comparisons.

For the speeds of 6 km/h and 50 km/h, the convergence rate simulation results show that the conventional is the slowest and the Won et al. and saturation methods present about the same convergence rate and only a small improvement over the conventional estimator. However, the constrained set is able to provide a considerable advantage over the other techniques. For the high mobility scenario of 200 km/h, the saturation and constrained set techniques are substantially faster than the other two. The constrained set is still the fastest one, but its advantage is less pronounced than in the other speed scenarios. Note also that the convergence rate of the saturation method is for the first few iterations the slowest one, since its SCO estimate is limited to ±δ ppm of the reference value \( \zeta_t \). It is worth noting that this is less of a problem for lower SCO abrupt deviations, like 50 ppm instead of 100 ppm and mild mobility scenarios, where the saturated method convergence rate is considerably improved with regard to the conventional and Won et al. methods as illustrated in Fig. 14. The explanation comes from the fact that the bounded estimate is initially closer to the true one, resulting in a smaller estimation error, while, despite being able to initially estimate the true SCO deviation (with additional noise), the conventional and the Won et al. methods still require a larger number of iterations due to the larger forgetting factors needed to achieve the same steady-state RMSE of the saturated method. And again, the constrained set still offers the fastest convergence.

Finally, it must be mentioned that the advantage of the constrained set over the other methods comes at the expense of some additional complexity due to selecting, among all \( N_p (N_p - 1)/2 \) slopes, the \( Q \) closest to the reference value. As formulated in Algorithm 2, it corresponds to an unordered partial sorting problem, which consists of returning the \( Q \) smallest elements of a vector, but not necessarily in order. The computational cost associated to such a task, using the quickselect algorithm, is linear on the size of the set to be

<table>
<thead>
<tr>
<th>TABLE III</th>
</tr>
</thead>
<tbody>
<tr>
<td>FORGETTING FACTORS USED TO ACHIEVE THE SAME RMSE PERFORMANCE</td>
</tr>
<tr>
<td>Channel: TU6 6 km/h</td>
</tr>
<tr>
<td>Conventional</td>
</tr>
<tr>
<td>6 km/h</td>
</tr>
<tr>
<td>50 km/h</td>
</tr>
<tr>
<td>200 km/h</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>TABLE IV</th>
</tr>
</thead>
<tbody>
<tr>
<td>AVERAGE CONVERGENCE TIME IN OFDM SYMBOLS</td>
</tr>
<tr>
<td>Channel: TU6</td>
</tr>
<tr>
<td>Conventional</td>
</tr>
<tr>
<td>6 km/h</td>
</tr>
<tr>
<td>50 km/h</td>
</tr>
<tr>
<td>200 km/h</td>
</tr>
</tbody>
</table>
It is also worth to use the BER as a performance metric. In order to avoid ICI, which arises from the channel varying during the OFDM symbol, and the need to add cancelation techniques like [18], [19] to avoid a high error floor, we adopted a block-fading scheme. In such a case, the channel coefficients are kept constant over an OFDM symbol, but varies accordingly to the Jakes model from one symbol to another one, so that the perturbation on the SCO estimations is still present. Also, in order to make the results more practical, we used a convolutional code in octal representation [133 171] as a forward error correction code. The estimated channel that is used to demodulate the data is obtained independently in each OFDM symbol (one-shot basis) using the least square criterion on the pilot symbols followed by linear interpolation. The forgetting factor used to average the SCO estimation was 0.6 for all techniques. A Farrow interpolator is used to compensate the SCO deviation obtained through the estimator. The results are shown in Fig. 15.

As we can see from the BER results depicted in Fig. 15, both proposed techniques presents the same performance for both scenarios. With regard to the Won et al. technique, for a target BER of $10^{-4}$, the proposed techniques outperform it by 0.5 dB for 200 km/h ($f_d T = 0.0376$) and by 2 dB for 300 km/h ($f_d T = 0.0564$). Also, the advantage of Won et al. with respect to the conventional one is very small in both scenarios and both of them hit an error floor while the proposed techniques can achieve a much lower BER before also hitting an error floor. In addition, the lower the forgetting factor (used for faster acquisition and tracking of the SCO deviation) the higher is the sensitivity to the normalized Doppler frequency.

It is worth noting that the simulated speeds might seem unrealistically high, but their corresponding normalized Doppler frequencies can be easily attained in other configurations of the very same television standard. In fact, in other transmission modes the symbol size may be increased by a factor of two or even four while keeping the sampling frequency unchanged. This implies attaining the same normalized Doppler frequencies at speeds two or four times smaller.

A. Choosing the Threshold Value and the Constrained Set Size

Similar to the forgetting factor, these two parameters are a form of controlling the trade-off between the estimator’s accuracy and its convergence speed. Depending on the system requirements, one of the features may be prioritized. In order to formalize this compromise, we have measured, for a wide range of each parameter, both the RMSE on a constant offset and the convergence rate for an offset change of 100 ppm. The forgetting factor was fixed at 0.9 and the SNR at 20dB for this analysis.

The threshold ($\delta$) was varied from 1 ppm to 100 ppm, and the constrained set size ($Q$) from 400 to 4000. For values below such ranges, the estimators convergence rate gets prohibitively slow. Likewise, for bigger values almost no RMSE improvement with respect to the conventional method is observed. On a RMSE vs. Convergence speed graph, a particular trade-off curve is defined by sweeping each of these two parameters, as shown in Fig. 16. Some specific parameter values are identified on the figure as a reference.

Based on the graphs, the system designer can freely choose the parameter values that provides him the desired trade-off. But typically, for this kind of problem, a reasonable solution would lie close to the lower-left corner of the trade-off curve. Our choice of parameters for the previous simulations was based on this principle. Nevertheless, a particular choice might not be optimal for all speed scenarios. It is also worth noting that values of $Q$ smaller than 800 are not an interesting choice, since in this region of the curve the RMSE slightly grows.

V. Conclusion

In this paper we proposed two methods to improve the conventional pilot-based SCO estimation algorithm in the context of a mobile environment. In this scenario some pilots
may suffer severe phase distortion due to the time-varying channel, which considerably degrades the SCO estimation. Our proposal consists of two heuristic methods that identify the least reliable data and substitute them by bounded estimates or just eliminate them from the calculation of the SCO in order to improve it. Simulation results have shown a considerable RMSE reduction for all ranges of SNR, specially for higher Doppler spread or faster convergence rates in comparison to the conventional method and another similar technique with none or little additional computational complexity.
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