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EXIT Chart Optimization of Repeat-Accumulate
Codes for an N-Frequency T-User Multiple Access
Channel with Noise

Manish Sharma, Jaime Portugheis

Abstract—In this paper we show how a graph-based system can each of the decoders node layers, resulting in a single curve
be designed for an N-FSK T-user multiple access channel with for the whole decoder. Since all decoders share the samé set o
noise. The channel is a frequency selective fast fading channelparameterS’ they can be optimized as single entity. Siioakat

with additive white Gaussian Noise. The system does not knowf d t how that it i ible t hi
or attempt to determine the fading incurred at a given moment. Or Ssome proposed systems show that it IS possible to achieve

The system is composed of a multiuser detector and T different VEry low bit error probability at transmission rates closétte
Repeat-Accumulate (RA) decoders. The decoders are optimized sum capacity, with rates equally distributed among users.

as a set and consequently have the same parameters. A struclir  Thijs paper is organized as follows: section Il describes the
variation betwgen the users’ encoders/decoders is §uff|0|en.t to system; section Il describes how the MUD factor graph was
allow for multiple access and channel error correction, while - . . .
providing rates close to channel capacity. obtained and how its EXIT charts were generated., section IV
shows how the encoders were optimized and section V shows
how they were constructed; section VI presents simulation
results and in section VII final remarks close this paper.
Some remarks about mathematical notatidh(-) is a
|. INTRODUCTION probability mass function (p.m.f) ang(-) is a probability
Wideband channels are an option when high data rate affgnsity function (p.d.f.). For both cases, function argotse
multiple users are desirable. However, for this type of cegn are sufficient to identify them. Bold letters are vectors or
fading is seldom flat. One possible solution is to use a fax@atrices.
frequency hopped code division multiple access (FFH-CDMA)
system [1]. At the core of this system is an N-frequency T- ||, MuLTIPLE ACCESS SYSTEM DESCRIPTION
user multiple access channel [2], [3]. The sum capacity for ) ) .
this channel, with noise, was presented in [4]. A drawback '"€ model of the multiuser system considered here is
of traditional FFH-CDMA systems is that its hopping cod&epicted in Fig. 1. _
with length L, used to mitigate the multiuser interference, has 1here arél’ users that share one frgquenc;;{selectlve fast fad-
spectral efficiency equivalent to a repetition code witte rafNd channel. The clhannel is divided int6 = 2" subchannels
1/L. This results in a sum rate that is considerably lower thd§{th Pandwidth7=" each, wherek is an integer. Fading in
the channel’'s sum capacity. each of these subchannels is conS|dered.fIat and independent
In this paper we show that it is possible to transmit informd[@m other subchannels. The frequency-time window of one
tion using this channel with rates close to sum capacityauth Subchannel during a duration of timeis called a chip.
the need of hopping patterns. For this, all users separately Puring a given time frame with duratiogB/K)r, each
code their messages using a Repeat-Accumulate (RA) encddRg" independently chooses a set offormation bits. These
which is optimized to match a multiuser detector. All enasdePitS are encoded into a block d§ transmission bits using
are similar: they have the same parameters, block length gh@ystematic RA encoder. It is assumed that all users have
rate. Encoders differ in how the inner node layers for trfghcoders with the same design parameters but with different
encoder (and decoder) are connected. The set of paramel@gjementatmns. After bit _mterleavmg, .thB transm|ss_|on
that define the encoders (and decoders) can be found udif§ Per user are grouped into setsfbits. The following
EXIT charts [5]. To do so, an iterative multiuser detectd?€SCribes how one set éf bits per user results in the signal
(MUD) was obtained in the form of a factor graph. Ex|Tréceived by the MUD. _ o .
curves for the MUD were obtained by simulation. EXIT curves At @ given time instant< bits {bg, b1, ..., by, } from the

for the decoders were obtained by combining the curves f user are mapped into a messagé from a set of N
possible messagé$, 1, ..., N —1}. With no loss of generality,
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Fig. 1. Complete multiuser system. Detector detailed in Fig. 2.

Let E; be the energy per transmitted bit. The message

is converted into a signal with energ. = FE;log, N X, :EJI/T ()20 (1),
that is transmitted using the corresponding chip (subciignn 0, (6)
This is equivalent to an N-FSK modulation, with subcarriers Y, = Ec‘l/ T () (1).
frequencies afy +n/7,n =0,1,..., N — 1. If the j** user is 0
using then! chip, its activity factorc! is given by: The output from the energy detector is given by:
A 2 2
Czl — {O m! = 77:7 (2) R” = Xn + }/n (7)
1 otherwise Defining ¢, = Y_, ¢} as the number of users that

T o O
Defining the two following basic orthogonal forms withd'® transmitting in then®" chip, R, has the conditional
distribution p(R,,|c,,) given by:

durationr:
1 R,
(1) =1/ 222 cos (2 [ fo + 2] 1) PUlinlen) =0 2q <_c ﬁd) ©
Tp(t) = mlfot+ =), n n
T T
®3) whered = Ny/E.. Since the outpuR?,, depends exclusively

2F,. . n

Yn(t) = — sin (27r [fo + ;} t>7 on ¢,, the system can be seen as concatenation of a noiseless

multiple access channel witly parallel noisy channels. The
the signals’(¢) transmitted by thej’* user iss’/(¢) and can values of R, are used by the MUD to provide information
be defined as follows: about theT" x I information bits.
In an FFH-CDMA system, a hopping code would be present
. N-1 after the symbol mapper [1] to allow multiple access. Each
s7(t) = Z pn(t). (4)  user would have a unique hopping sequence, which is added
n=0 modulo M to the original transmitted symbol to generate a
The signal from each user suffers Rayleigh fadiggand transmitted sequence with lengih In effect, this hopping

uniformly distributed phase rotatia#, all of them statistically c0de is equivalent to a repetition code, since that for every

independent. There is also a white Gaussian noise compordfbol to be transmitted, the M-FSK channel is ugetimes.
n(t) with density No. The received signal associated to the 1he model developed here was shown in [4] based on the

nth chip can be written as: work from [1] and [3].

IIl. | TERATIVE DETECTOR AND DECODER

T
= Z {chad, [cos(0])wn (t) + sin(0])yn(t)] } + n(t). The receiver performs iterative multiuser detection and
decoding. Information is exchanged between a common mul-

(5) tiuser detector (MUD) and” parallel channel decoders, one
Total energy per chip can be detected using a pair fifr each user, as shown in Fig. 2. Each decoder stops its
matched filters, one for each basic orthogonal forms in egs.@ocessing when a valid codeword is found. The iterative
resulting in the values\,, andY,,: process stops when all decoders have stopped or a fixed

Jj=1



JOURNAL OF COMMUNICATIONS AND INFORMATION SYSTEMS, VOL. 1, NO. & APRIL 2013.

,,,,,,,,,,,,,,,,,,,,,,,,,,,,

DA i > _Ai CV. i

3 o | IACC  cND VND| |

> MuD | ! loa e — |

— User 2| .

L User 1

—» User T| -~ -t
HL,,,,,,I‘
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graph can be decomposed in smaller graphs representing each
user, the multiple access noiseless channel andvtiparallel

noisy channels, as indicated. The same graph can be used in
other situations such as Pulse Position Modulation(PPNY wi
few adaptations.

B. Message generation

Each node generates outgoing messages by applying the
sum product algorithm to the incoming messages to calculate
marginal probabilities.

All variable nodes in the detector’s factor graph have at

number of iterations has been reached (100 iterations & tRIOSt two connections. Since a message being sent trough a

case).

A. Multiuser detector

For an iterative system, a multiuser detector should be al§

branch depends exclusively on incoming messages from other
branches, this means that no calculation is needed at {@riab
nodes.

Function nodes generate messages using equations 1,2, and
%0 10. The messages are detailed below. The subsaiyath

to usea priori information about all input bits and the energyasp(.)i indicates an incoming message, while the subsegript

detectors’ output to generate posteriori extrinsic informa-

tion about the bits. This can be done by applying the suml) P(mj|bg7b]i7 -abﬂ_ﬁ

indicates an outgoing message.
node: Let ¢(-) be the function

product algorithm [6] over a factor graph that relates the b, maps theK bits per user into aV-ary message and

probabilities to the received values. The statisticaltieteship
between the set of bits and the received set of sigi&als
can be done by a joint p.df(R,b) or its extended version
p(R,c,¢/,;m,b). The variablesR and c are N-dimensional
vectors containing all values ak,, andc,, respectively. The
variablec’ is a N x T matrix containing the values of,. The

e, ' () be the inverse function relative to tfteth bit. Choice

of €(-) is not critical to bit error probability because all signals
are pairwise orthogonal. There is a single combination tf bi
that generate a given message, resulting that the catmulati
P(m? = n) is simply the product of the probabilities that the
bits assume the values that genenate= n:

variablem is a7 dimensional vector containing the values of

mi. The variableb is a K x T matrix with the values ob;.

Variable indexes relate to matrix or vector indexes aceaydi

to the dimensions involved.
The extended versiop(R, ¢c,¢’, m, b) can be factored as:

p(R,c,¢/,m,b) = p(RIC)JIVD(CICj)P(CjIm)P(m\b)P(b)

PRI = [ p(Fulen)
n=0

N-1
P(cd) = [] Plenley ey oovcl)

n=0

P(d|m) =

J

T
P(mlb) = [[ P(m? |63, b1, ..., b _,)
j=1

T
=1

N-1
1T Pchm)
n=0

9)
Using the Iverson’s bracket [7], the deterministic relatio
ships can be converted into conditional p.m.f.s as foltows

P(m7|b€)v bjla (A8 b][.(fl)

= [mj = Kz:lbiQk]
nlleh = 1] + [m? 2 nljcl, = 0]

T

T .

iy Cp) = cn:E cl,
i=1

P(chlm’) = [m’ = (10)

P(cﬂci,ci,

Representing the variables as circles and local functisns a
squares, the resulting factor graph is shown in Fig. 3. The

K—-1
P(m? =n)o =[] Por=¢,"(n)): (11)
k=0

Since half of the possible values @ij are generated by
the same value df, calculation of P(by,) is given by:

N-1 ) K-1 )
P(b], = b*)o = Pm?); ] PO = &7 (m?)):
m?=0 =0
b*:e;l (m”) #k

(12)

2) P(c},c},....,cl_,|m7) node: It is practical at this node
to use and generate the ratié¥c), = 1)/P(c}, = 0) and
P(m? = n)/P(m’ # n) because it simplifies the calculations,
even at the cost of requiring the conversion of these ratios t
and from the nominal values aP(c/) and P(m’). Using
these ratios results in the following equations for the oing
messages at this node:

(P(c{:l = 1)) _ P(mJ = n);
P(en = 0) iy (P(cj = 1)) (13)
0 P(m? =1); L
% P(Cl =0) i
P(m! = n)> _ P(cl = 1)
P(mi #n)/, = (P = 1))
P(ch =0); ( :
% P(¢ =0) i
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Fig. 3. Factor graph for the multiuser detector.

3) P(cn|ch,cl, ..., ch_,) node: The messages to be calcuC. EXIT analysis

lated can be simply written as: :
Imply wii The system can be analyzed using EXIT charts [5]. The

analysis will be performed for the multiuser detectoparallel

Ple, = _p - i _ 15 decoders interface.
(e == z_:lcn ¢ (15) 1) Multiuser detector:EXIT curves for the MUD can be
” ‘ obtained by simulation. Since there is interference betwee

users, transmitted bits should be randomly generated for al
users. From a set of random bits, values # can be
_ T T randomly generated using the equations from section Iutinp
P(c, =1), = Z P(cn)i- P Z h=T-c,—1 messages containirggpriori information about the transmitted
en=1 bits should be feed to the multiuser detector at the correbpo
(16) ing nodes. These messages are generated using a Gaussian
distribution with mean and variance relating to the amount o
information to be provided as indicated by thi¢ ) function
T and its inverse [5]. Since the graph has cycles, there is no
Z P(cn)i- P chn =T—c¢, (17) natural stopping criteria. It is shown in figure 4 that 5 intr
one0 =1 iterations are sufficient to provide a stable EXIT curve foz t
173 detector, where an internal iteration happens when all siode
from left to right and back to left, according to Fig. 3, geater
Thew messages.

One interpretation to the EXIT charts area theorem [8] is
that the area under the detector's EXIT curve is equivalent
to channel capacity when using an erasure channel. For other
?hannels this property is an approximation. Table | congare
%he areas under the found curves and normalized KDy
channel capacity [4]. The table shows results for one and
fen iterations. ForN = 16, the area for ten iterations is a
better approximation for the normalized capacity. Thislsda
valid in general forN = 4 and 8. Based on these results,

a schedule where the multiuser detector performs first some
inner iterations was chosen.

2) Systematic Repeat Accumulate Decodire equivalent
plen)o = P(LBn|cn)P(cn) (18) 9graph for a systematic RA decoder can be considered as

p(Rn) a concatenation of three layers as seen in Fig. 2: Variable

The valuesP(c¢,) are available at the correct branch.
is necessary to calculate the values BszT:w% = ().
This can be done by representing the probabilifids’,) as
polynomial such as’(c/, = 0) + P(c), = 1)D, whereD is
a dummy variable. Using this representation, the prokiadsli
can be calculated by the multiplication of these polynomi
the coefficient associated to the degrB®é represents the
probability that the sum of the multiplied variables is equ
to .

4) P(R,|c,) node: There is no use in calculating(R,,)
since the value oR,, is known. As a resuliy(c,) = p(cn|Ry),
where thea priori binomial distribution forc,, is used:
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1 to be returned to the accumulator ig 4 (I, I4c), which is
in fact only a function of/ 4. The same procedure can be
0.8 done to combine this curve with the accumulator’'s EXIT curve
to obtainl4p(Ipa). The curveslyc(Iov), Iov(Ive, lac)
0.6r and Ic4(Iy¢) can be numerically obtained using equations
from [9]. The curvesiac(Ipa) andIap(Ipa,lca) can be
04 obtained by solving a nonlinear system of equations [10].
°3 o5 nner fteration IV. CODE OPTIMIZATION
0 L i i i i ju=dinneriteration For given values of, N and E,/N,, the MUD’s

0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1 .
I EXIT curve can be determined, namé@,;yp(-). The en-

Ao coder/decoder is optimized by fitting the decoders EXIT eurv
Fig. 4. Effect of number of inner iterations in EXIT curve. named Icop(-), to the MUD’s EXIT curve by adjusting
the parameterd,(-) and d.(-). Since, by project, all users
have encoders/decoders with the same set of parameters and

TABLE | . ]
COMPARISON BETWEEN AREA UNDER DETECTORS EXIT CURVE AND all decoders operate in parallel, it can be assumed that all
NORMALIZED CHANNEL CAPACITY. decoders will provide the same amount of information about
N T T [ E:i/No | Normaiized Area the transmitted plts given an amount &fpriori mfor_matlon.
Capacity | 1 fteration | 10 iterations Thus, the combined decoders are seen as a single decoder
10 0.432 0.395 0.462 whose curve should be fitted to the MUD’s EXIT curve.
413 %g 8-223 8-;22 8-283 Ideally Icop(:) and Inp(-) should match at all points,
0 0.450 0442 0510 that is, Icop(Inup(x)) = x,0'<. x <'1. The optimization
4 15 0.550 0.508 0.582 problem can be seen as a minimization of the area between
8 ig 8-222 8-23(1) g-gég the curves or as a maximization of the code rate, given the
6 5 0397 0351 0394 constraint that the decoders.EXIT curve should remainwelo
20 0.420 0.377 0.423 the MUD’s EXIT curve, that is:
10 0.597 0.543 0.612
4 15 0.662 0.605 0.671 Icop(Inup(x)) > o
20 0.690 0635 0.697 VO < 2 < 1 (19)
10 0.392 0.332 0.363 ==
16| 8 ;g g-igi g%g é’fglgz No analytical expression was found for the area between the
10 0576 0172 0193 curves as a function oV, T, E, /Ny and the code parameters.
12 15 0.311 0.208 0.225 On the other side, code rate, partial derivatives in retatm
20 0.329 0.229 0.247

the values ofd,(-) andd.(-) and Hessian matrix have closed
forms, favoring the option of maximizing code rate. To do so
requires to check if constraint 19 is satisfied. This can beedo

node decoder (VND), Check node decoder (CND) and Agither by comparing approximations &fop(-) andIaup(:)
cumulator(ACC). EXIT charts for decoders are determind] more easily by checking if constraint 19 is satisfied by a
exclusively by the degree distribution (g) and d.(h) that finite number of values 06 < o < 1. This method allows
indicate respectively the fraction of nodes from the VND anffiat well know non-linear optimization algorithms to be dise
CND layers that have and/ connections with the other layer, Since no proof that the code rate is a concave functiaf; 6
Since all codes have by project the same degree distriatiof"dde(-) is provided, the solution is at best a local maximum.
all decoders have the same EXIT curve and can be treated akC Simplify the optimization process, the valuesgguch

a single entity to be optimized. that d,(g) > 0 were limited to 3, 4 and 6 and values bf

In [9], EXIT charts for RA codes were optimized consider:-;UCh thaid, (h) > 0 were limited to 1, 2, 3 and .12' This was
ing the interface between the VND and the CND layers. To Odoone because these were the values the solution most usually
so the CND and ACC were combined and provided a singz?gOpt(.ad yvhe@ an.dh. coyld be freely chosen betweer_l L a}nd 12
EXIT curve. A more suitable approach to the problem studied p;ehmmﬁry opjun;lz;\tllc:ns.hResultsj,\;‘or sgmg;og‘nbmqﬂ@g
here is to combine the EXIT curves from the VND, CND.'~ . &€ shown inTab. Il, where; /No), = y project.

and ACC layers so that the decoder as a whole has a singl"ér\_/e fitt_ings_ results are shown in Tab. Il and graphically
EXIT curve. Letl, () be the EXIT function that indicates epicted in Figs. 5 to 8.

how much information is transmitted from layer to layer

B, where A and B can assume the values &f (VND), C V. ENCODER AND DECODER CONSTRUCTION

(CND), A (ACC) and D (MUD). To combine the curves of The systematic RA encoder and decoder can be described by
the VND and CND layers is to find the poitf,, I,) such that how the nodes from the VND layer are connected to the CND
Ive(1,) = I andIoy (I, Iac) = 1., that is, a stability point layer since the connections between the CND and accumulator
in the EXIT curves of these layers, given that the accumulatare always sequential: the first check node is the first input t
is providing I 4 of information. The amount of information the accumulator and so on. LBtbe the length of a codeword
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Fig. 5. EXIT curves fitting for system 1.
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Fig. 6. EXIT curves fitting for system 2.
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Fig. 7. EXIT curves fitting for system 3.

TABLE Il
OPTIMIZED RA CODE PARAMETERS
[System [ 1 [ 2 [ 3 [ 4
N 4 4 8 16
T 2 3 2 3
Rate 0.3711| 0.2761| 0.5156 | 0.5267
dy | 3 0 0.9992 0.9 0.9
4 1 0 0.1 0.1
6 0 0.0008 0 0
de | 1 0.32 | 0.9868 0 0.55
2 0 0 0.6 0.25
3 0.68 0 0.3 0
12 0 0.0132] 0.1 0.2

IAD

Fig. 8. EXIT curves fitting for system 4.

and ] be the number of information bits per codeword. Since
the code is systematic, VND hdsvariable nodes and CND
hasB — I check nodes. The accumulator also has lerigjth/
since the systematic bits do not pass through it. Given the
degree distributiond, (¢) andd.(h) the number of branches
that connect the VND and CND layers is ideally:

p:ZI'g'dv(g):Z(Bil)'h'dv(h) (20)
g h
However, optimum degree distributions might not result in
an integer value fop. To guarantee this condition, each term of
the addition is rounded to the closest integer. Since thebeum
of branches that leave the VND layer should be the same
number of branches that reach the CND layer, both additions
of eg. 20 must sum to the same value. In case it does not due
to the rounding performed, branches are randomly added to
nodes of the appropriate layer until this condition is $ietik
Branches are indexed from 1 poVariable nodes from VND
are connected to the branches in a sequential order. Thelbran
permutation functioll(:) = ¢/, 4,7’ = 1,2, ..., p, is a random
sequence of integers and indicate that tffe connection of
the CND is connected to th€" branch as shown in Fig. 9. If
all users shared the same permutation funciign, it would
be impossible to determine which user is transmitting which
codeword. By using different branch permutation functitors
each user, different encoders for the same set of paranuaters
be obtained. This way each user uses a different s2t 6bm
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Fig. 9. Branch connection using th&(-) function. @ 107 ]
all 25 possible codewords. Using random branch permutatic 5 55 6 _ _ 85 o

functions, the probability that the same codeword belongs
the codebook of at least two users2is 2. This probability
becomes very small for large values Bf while maintaining Fi9- 11-
code rate. Care should be taken so that there is no more than
one connection between a node from VND and a node fro *°
CND so as not to allow small cycles in the graph which ar s
detrimental to system performance. >1°’1’

The function TI(-) can also be used to implement theZ
decoding algorithm by using vectors to store the messag§ 10°
exchanged between the layers. The VND layer reads/writes
these vectors sequentially and the CND layer reads/wrnites
these vectors according 1a(-).

10

Bit error Pr

10
VI. RESULTS

Bit error rate (BER) simulation results for the codes pre 5 55 5 65 7 75 3 85 9
sented in Tab. Il are shown in Figs. 10 to 13. Enough bits we 0
transmitted so as to assure that the values are witfiinf the
correct value with96% reliability. Since there is interference,
information bits were randomly generated and encoded to
obtain the values ofR,,. The permutation functiongI(-) 10 ?
were randomly obtained and exchanged every 10 transmiss
words. For all systems, transmission block length variemfr

Fig. 12. Bit error probability for system 3.

10 &

>
103 to 10° bits. 3
@, -2
'8 10 “E
10 , : a
: ——10° bits| S .
s -=-10% bits 510
10k . —— —e—10° bits}] =
z e o
= a 3
E 107k \n\ B
E v,
o 4 L
§ ol b 5 55
o
@ . . .
15 ] Fig. 13. Bit error probability for system 4.
5 55 6 65 c /%N 75 8 85 s ratio be to allow the same sum rate when single user detection
to is employed. The project distance can be seen as the difieren

A, = (Ey/Ny)p, — (Et/Nop)«. This value could be improved
(reduced) by a better project, which could be obtained by

System rates are compared to channel sum capacity in T&$2Xing the constrains imposed in the optimization preces
lll. The table shows the system rate; channel capacity ¥t PY using another class of codes. System performance

project (E,/Ny), = 5dB; the value of(E,/Ny). such that could potentially improve if the random branch permutation
P — il *

channel capacity is equal to system rate; the operatiorevafynction Il(-) is replaced by an optimized permutator. The
(E;/Ny), such that BER is lower that0—°. For comparison value A, = (Ei/N,)o — (Ei/N,). indicates how far the

reasons, the valug, /N, ), indicates how much should thisSystem is operating from capacity. Systems 1 and 2 work at
less therBd B from capacity. Systems 2 and 4 work with rates

1with guaranteed exception of the all zero codeword. that are only possible due do multiuser detection.

Fig. 10. Bit error probability for system 1.
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TABLE Il [10]

COMPARISON OF SYSTEM RATE AND CHANNEL CAPACITY
] by Ey By

Code Rate | Capacity ( No ) . ( No ) ) ( N ) [11]
A [ 03711] 04198 39 6.7 65

B [ 02761 0.2958 iy 72 9 (12]
C (05156 05388 i5 77 71
D [ 05267 05352 Z8 87 9.4

To the authors’ knowledge these are the first results of
capacity approaching codes for a multiple access chaniiel wi
frequency selective fast fading and non-coherent detectio
Even under this conditions, it was possible to achieve rates
close to channel capacity without the need of a hopping acces
code. It is important to note that the results presented 14 [1
and [12] are for a binary input multiple access channel with
coherent detection and only Gaussian noise.

VIlI. CONCLUSION

In this work an efficient system for transmission in
frequency selective fast fading channel was presented.
system proposed is a simplification of a FFH-CDMA syste
because the hopping access code is eliminated. Regular ¢
nel coding is sufficient to allow multiple access with ratkse
to channel capacity. Given that RA codes were to be employed,
the choice of which RA code to use was done using EXIT
charts. A multiuser detector, suitable for other situatisoch
as PPM, was modeled and analyzed using a factor graph. The
channel model, combined with non coherent detection, makes
this system suitable for situations where the channel danno
be estimated.
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