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Abstract—In this article, we present hybrid multiple-input  block codes (STBC) [4, 5], are concerned with diversity gain
multiple-output (MIMO) transceiver schemes (HMTS) that |n other words, their objective is to increase the link failisy
combine transmit diversity and spatial multiplexing, thus against fading. Apart from these two gains, it is also pdesib

achieving at the same time the two possible spatial gains effed hi di . in th f f trelli d
by MIMO systems. For these transceivers, a modification in te achieve coding gain, as In the case of space-ume trelliezo

interference nulling-and-cancelling algorithm used in traditional  (STTC). This topic will be left to a future investigation. In
MIMO schemes is proposed. We propose a novel MIMO receiver this article, we focus on the spatial multiplexing and dsir
architecture to cope with the hybrid transmission schemes gains.

jointly performing the tasks of interference cancellation and More specifically, if there arél/ transmit andN receive

space-time decoding. Both successive and ordered successi . . -
detection strategies are considered in the formulation of he antennas, generically denoted agTx-NRx), with sufficient

receivers. Our simulation results show satisfactory perfamance ~ Signal scattering and antenna spacing, there areVv
of the HMTS when combined with the proposed receivers, independent links between the transmitter and the recdiver
outperforming the standard vertical Bell laboratories layered this situation it is possible to provide an N-fold protection
space-time system in terms of bit/symbol error rate, while 4qainst channel fading. This protection is called divgrgain
providing higher spectral efficiencies than a pure space-te and the number of independent links is the diversity order
block code system. P ; y )
On the other hand, there anein(M, N) degrees of freedom,
which can be used to spatially multiplex data for increase
spectral efficiency. This gain in multiplexing symbols thgh
the MIMO wireless channel is known as spatial multiplexing
I. INTRODUCTION gain. MIMO structures designed specifically to maximize the

HE use of multiple antennas at both ends of apati_al multiplexing gaip can prqvide high spectral efficig
T wireless link creates a linear system with multiple—inpul@at increases almost linearly with the number of degrees of

and multiple-outputs (MIMO), characterized by a Mimoreedom [1-3]. _ o

channel matrix. The design of MIMO wireless systems is an MOSt MIMO schemes are designed to achieve just one of

outstanding topic of study due to their ability to provide thtWO available gains from these systems, i.e., either spatia

higher data rates necessary for future wireless communicatMUItiPlexing gain or spatial diversity gain (omitting theding

systems [1-3]. gain). Therg is, however,. a trgde—off: a compromise between
MIMO schemes are known to provide two main types otpectral efficiency and diversity gain can be expected when

gains: spatial multiplexing gain and diversity gain. Sakti considering different MIMO implementations. Recent works

multiplexing gain describes the higher data rates that ean I§: 71, deal with the trade-off present in the MIMO system
obtained using the spatial subchannels created by the MIMEING an information-theoretic approach. However, none of
channel. An example of a pure multiplexing scheme is tiB8M suggested practical structures capable of achieving a
vertical Bell laboratories layered space-time (VBLAST].[2 OPtimal trade-off between spatial multiplexing and divigrs
On the other hand, pure diversity schemes, like space-tiﬁ}n"é'ns' ) ) ) ) ) )
One solution in this direction was proposed with a
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Fig. 1. General structure of MIMO systems.

these parts are combined in layers, using a VBLAST approattansmit power is fixed (normalized to 1) and equally divided
As spatially-multiplexed layers see each other as intenfeg, across the transmit antennas. Ideal symbol timing is assume
interference cancellation algorithms similar to that eoypd at the receiver. Thus, we can relate the transmit and receive

in VBLAST is mandatory in the receiver. symbols through the relation at tinlein complex baseband
In this article, we present HMTS designed for three and foform and at the symbol rate

transmit antennas, motivated by current practical linate in

the feasible number of antennas for MIMO systems. However, x[k] = \/%H[k]s[k] + v[k] (1)

the concept can be extended to higher dimensions using

the same reasoning presented in this work. We compute thieerex € CV denotes the vector of complex received symbols

spectral efficiency of the proposed HMTS, which supports tltiring any given channel uss, € CM denotes the vector

claim that they have better spectral efficiency than schemssthe complex transmitted symbol € CV*M denotes

that focus solely on the diversity gain. We also presentrsévethe channel matrixy € CV is the zero-mean, unit variance

simulation results illustrating the satisfactory perfame of and complex-Gaussian distributed noise that is spatially a

the proposed schemes as compared to conventional onegeinporally white, angh is the signal-to-noise ratio (SNR). The

terms of both link reliability and spectral efficiency. entries of channel matri¥l and the transmitted vecterare
This article is organized as follow. In section Il, we presermssumed to have unit variance, implying that

the MIMO system and channel model considered. In section "

Il we review conventional MIMO transceiver schemes, while Eltr(HH"™)] = MN, )

in section IV we propose the HMTS. Section V presentgng

performance results. In section VI we state some conclgsion E[(sfs)] = M, (3)

and possible future work. _ .
where tr(-) denotes the trace of the matrix anfl[-] is

the expectation operator. The normalization fac{p’% in

(1) guarantees that the SNR at each receiver antenna is
In this article, we consider a transmitter equipped with andependent of\/.

M-element antenna array and a receiver equipped with an

N-element antenna array, as seen in Fig. 1. The transmitted|l. CoNVENTIONAL MIMO T RANSCEIVER SCHEMES

signals are assumed to go through a random channel matrix, yeneral, MIMO architectures can be classified in one of

H. The wirgless chann_el is assumed to have r?ch-scatterittﬂgee groups depending on the provided gains: pure diyersit
and flat-fading. The fading between each transmit and rece themes, pure multiplexing schemes and hybrid MIMO

antenna_palr is assumed _to be md_ependent and t_he ent”e§c?1femes. Heretofore, we denote the pure diversity schemes
H are C|r_cularly symr_netnc Gau§3|an random_ variables. T%d pure multiplexing schemes as conventional MIMO
quasi-static block fading model is assumed; in other wordg, \qceiver schemes. As their names imply, conventional
the changelimatr?xH IS rgnd'omlyf generated, ,bUt rerg:'nNIMO transmission structures provide eithdiversity gain
constant during the transmission of one space-time codd Wy ¢ a1ia) mutiplexing gainbut not both. In this section, we

of length &'. A new random channel matrix, independent o iof jescribe the conventional MIMO transceivers scheme
the previous one, is then generated for each new space-time

code word. We disregard the frequency selectivity of the _ )

channel since it is well-known that a frequency selectivd Pure diversity schemes

channel can be converted into parallel flat-fading channelsSpace-time codes (STC) [5] are a well-known technique
by inverse fast Fourier transform (IFFT) and fast Fourighat provides diversity gain. Space-time codes use channel
transform (FFT). Thus, all methods presented here are afsmling techniques combined with multiple transmit antsnna
applicable to frequency selective channels. Furthermeee, introducing temporal and spatial correlations into signal
assume i.i.d circularly symmetric Gaussian noise samplas. transmitted from different antennas, thus increasing the
all the MIMO transmission schemes, we assume that the todialersity order at the receiver. Two techniques widely used

II. MIMO SYSTEM AND CHANNEL MODELS
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for STC are space-time block codes (STBC) and space-timeSince the G2 scheme multiplexds = 2 information
trellis codes (STTC). In the latter, when the number afymbols §; andss) in T' = 2 consecutive channel uses, the
transmit antennas is fixed, the decoding complexity (meakuidata symbol rate of this scheme is equalf@T' = 1 symbol

by the number of trellis states at the decoder) increagasu, while the effective spectral efficiency of this scheme i
exponentially as a function of the number of antennas efual ton = (K/T) - logy M = log, M bps/Hz, where
the code. In addressing the issue of decoding complexity! is the cardinality of the modulation scheme considered.
Alamouti [4] discovered a remarkable STBC scheme, denot8dhemes that achiev& /T = 1 are also known as full-rate
here as G2, for transmission with two antennas in quasestafFR) schemes.

and flat-fading channels. Due to its very simple encoding?2) G3 STBC schemaen this scheme the transmitted signals
and decoding, Alamouti's scheme is being considered foan be organized in the equivalent space-time coding matrix
the universal mobile telecommunications system (UMTS) r 1

standards [8]. _S; zg _S;

The success of G2 spurred a search for new schemes _ > _ *
of different rates and for more transmit antennas. We now T
describe some of these STBC schemes [4, 5], which will be Sgs[k, k+1,...,k+7] = Si“ ng jf . (6)
considered in this work. We will follow the notation preseaht _;* 53 _2*
in [5] in which Tarokh named his schemes fbf > 2 as: e

o the letter G represents schemes achieving the data _Sz _;lg s%

symbols rate of 1/2 per channel use (pcu); ) ) ] - T -
. the letter H represents schemes achieving the d&@ With G2, a simple linear operation in the receiver can

symbols rate of 3/4 pcu; be used to detect the transmit symbals sz, s3 and s.
« Following the letters (G or H) is the number of transmitiowever, in this case, the channel needs to be static during
antennas of the schemes. eight consecutive symbol periods, ...,k + 7. Since the

For example, H3 is a scheme with rate 3/4 designed forc;a3 scheme myltiplexei( = 4 infprmart_]ion s;l/mb()l!s 5(,1’

transmit antennas, while G4 is a scheme with rate 1/2 daﬂ;igrfﬁ’ Ssﬁa”‘?' s4) in T IZ ?f C'OI’ISGCU]'EIV(:].C anhne rea |zat|onls,

for 4 transmit antennas. Following the literature, we willn€ €ffective spectral efficiency of this scheme Is equal to
(1/2) - log, M bps/Hz.

denote Alamouti’'s STBC by G2, even though it achieves 1~ : .
symbol pcu. 3) G4 STBC schemehis scheme also has rate 1/2, but it is

1) G2 STBC schemen this scheme, two data symbols designed for four transmit antennas and its transmittemadsig
and s, are simultaneously transmitted by different antennas 6N P& organized in the equivalent space-time coding matrix

a given symbol period, wheres; is transmitted by antenna [ s S 83 sy |
one ands; is transmitted by antenna two. In the next symbol —S9  S§1 —S4 83
period k + 1, antenna one transmitss3 and antenna two —S3 sS4 —S1 —S2
transmitss;. The transmitted signals can be organized in the —S4 —S3 8o S1
egui _ti ; R SG4[I€,]€+1,,I€+7]: * * * *
quivalent space-time coding matrix s sy sy sh
$1 sy —s5 8] —sp 83
Sgalk, k+1] = { 55 st } ) (4) —s5 sy st —sh

| —si —s3 83 1]

where the rows oSqs[k, k& + 1] correspond to the symbol (7)
periods, its columns correspond to the transmit antennds ahe effective spectral efficiency of this scheme is equal to
(-)* means complex conjugation. n=(1/2) - log, M bps/Hz.

Due to the orthogonality of the transmit mat$z[k,k+  4) H3 STBC schemefinally, the STBC H3 has an
1], the maximum-likelihood (ML) detection involves a Simp|nguiva|ent space-time coding matrix given by
linear operation in the receiver and can be used to detect the

transmit symbols; ands», assuming that the channel is static 51 82 Vs
during two consecutive symbol periods,and & + 1. The =53 8] i'/—%
orthogonality characteristic o8 is based on the orthogonaISH3[k’k+1’k+2’k+3] = \S/% S\/_s_ —Sisyfe s
designs [5] such that for orthogonal STBC G2 we have si S5 satsitsi—s]
H 2 2 \/5 \/§ 2
ScaSa2 = (Is1]” + |s2]*) s, ) )

where ()¥ is the Hermitian matrix andiy is an M x Since the H3 ;cheme multiplexé$: 3 informatiop symbols

M identity matrix. This characteristic makes possible the.’ %2 ands) in T = 4 consecutive channel realizations, the
. ' . T ffective spectral efficiency of this scheme is equaljte=

ML detection of the transmitted symbols regarding just on&M) ‘g, M bps/Hz

receiver antenna, since the decision statistics for th&etes 2 '

signal s,,, m = 1,...,M, is independent of the other _ )

transmitted signals. Therefore, all STBC schemes can Be Pure multiplexing scheme

decoded with just one receiver antenna with a low complexity Another approach for multiple-antenna transmission is

based on linear processing. to focus on the maximization of the spectral efficiency.
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Well-known schemes proposed with this focus are the Bddlyer,s;[k], is then produced, based on the output of this linear
laboratories layered space-time (BLAST) schemes, such detector. Then, the contribution of this layer to the “reed
the vertical-BLAST (VBLAST) and diagonal-BLAST [2]. In signal”x;[k] is estimated and cancelled. This procedure yields
the VBLAST scheme, all the antennas are used to multiplaxmodified received signal given by

different symbols in each symbol period. In this scheme each )

different multiplexed symbol is defined as a layer. For ins& Xip1[k] = x;[k] — 8;[k]h;[k], (14)
in the case of three transmit antennas we have three lay®egs. Jhere h, is the i-th column of the matrix channeH
transmitted signals at time in_stahtconsﬁdering three tr?f‘smitcorresponding to the channel gains associated to layamd
antennas, can be organized in the equivalent space-timegcod, 11, (] represents the estimated interference fromittie
matrix layer. The result is that,,[k] is free from the interference

SveLast(k] =[ s1 s2 s ]. 9) coming from layersl, ..., 4. This signal is then fed into the

As spatially-multiplexed symbols cause interference ichealinear detector for théi + 1)—th layer. This technique is also
other, signal processing is mandatory at the receiver ierordoWn as nulling and cancelling algorithm [10].
to cancel interference. In the following we describe batiesir ~ 1he performance of SIC can be improved if the layers
and non-linear approaches for interference cancellation. &ré detected in an appropriate order, resulting in ordered
1) Linear detector:the output of a linear detector (LD)Successive interference cancellation (OSIC). Indeedpbtie
considering (1) applied to the received signal can be writtélisadvantages of SIC is that the signal associated withitte fi
as detection layer may exhibit a lower received SNR than that of
y[k] = W - x[k]. (10) the other layers. This may increase the probability of detec
errors, which can propagate through the serial detection
Since the desired output igk|, we define the error vector process, degrading performance of the overall receiveis Th
at the output of the spatial filter as problem can be mitigated if the layers are ordered by
_ decreasing SNR, so that the first layer to be detected is that
elk] = Wx[k] = s[A] (1) With the higher SNR [10].
Different values of W lead to different detectors. In this

article, we consider the minimum mean-square error (MMSE) |\ HygriD MIMO T RANSCEIVER SCHEMES (HMTS)

filter, which minimizes the error variance, written as ) ) ) ) )
As mentioned in the introduction, the use of multiple

Juuse = B{|[Wx[k] — s[k][|*}. (12) transmit and receive antennas may result in great capacity
gains. Indeed, in a rich scattering environment the deplym
of antenna arrays at both link-ends results in a capacity
that increases almost linearly with the minimum number of
W =R 1 antennas [1-3]. Such a capacity increase is known as spatial
=Rex - Rxx) ™, (13) ) . : .
multiplexing gain. MIMO antenna systems may also provide
where Ryx = E{xx} andRsx = E{sx"} are the input diversity gain, which is a measure of robustness againstdad
covariance matrix and a cross-correlation between theeatksi[5]. There is, however, a trade-off: the diversity gain catyo
outputs and the received vector at time k, respectively. be increased if the multiplexing gain is sacrificed like show
2) Non-linear detector:the operation of mitigating the in [6]. The conventional systems described in section Bl li
interference with linear signal processing is normallyeregd in extreme points in the trade-off curve [6]: they providdyon
to as nulling. However, a superior performance can beultiplexing or diversity gains. In this section, we debed
reached when a non-linear spatial-processing approachhydbrid MIMO transceiver schemes (HTMS), which lie in
used. A common non-linear detector is based on interferernioermediate points in the tradeoff curve, providing botpes
cancellation (IC), wherein the contribution of the detdcteof gains.
symbols to the received signal is reconstructed and subttac In general, the transmission process of a hybrid scheme can
Assuming correct decisions, the resulting signal is freenfr be divided in layers, somewhat like VBLAST. However, in
the interference of the detected symbols, yielding betteontrast to VBLAST, in the hybrid case a layer may consist
estimates of the remaining symbols. of the stream of symbols at the output of a STBC, which is
One particularly successful IC algorithm is called sucistess sent to a group of antennas, or of an uncoded stream, which
interference cancellation (SIC). In SIC, the layers arected is transmitted from a single antenna. Based on this concept
sequentially. Initially, the received signalk] goes through a of layers, hybrid MIMO transceiver schemes combine pure
linear detector for layer 1, whose output is used to producel&ersity schemes (e.g. STBC) with pure spatial multipiexi
hard estimate of the symbols at this lay&r[k]. Then, the schemes (e.g. VBLAST). In hybrid systems, some layers are
contribution of layer 1 to the received signal is estimatespace-time coded across two, three or four antennas. For the
and cancelled, generating the signal[k]. The process is remaining layers, a VBLAST approach is used. With this
then repeated. In general, at theh layer, the signak;[k], idea, hybrid MIMO schemes achieve a compromise between
hopefully free from the interference of layefs < i, goes spatial multiplexing and transmit diversity gains. The ibas
through a linear detector that tries to mitigate the interiee idea behind these structures is to combine array processing
from layersj > i. A hard estimate of the symbol at thisand space-time coding, as first presented in [11].

The linear detectorW that minimizes the cost function
Juuse IS given by [9] (omitting the index [k] without loss of
generality)
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Fig. 2. Architecture of the HMTS transmitters.

In [11] Tarokhet al. combined STTC and array processings2+1.
by partitioning antennas at the transmitter into small gsou
The signal transmitted in each group of antennas goes _ )
through a given STTC, called by authors component codds, HMTS designed for three transmit antennas: G2+1

At the receiver, the signals from each STTC are separatedye now present the first proposed hybrid MIMO strategy,
by a non-linear processing technique that suppressesisig@alled G2+1. This hybrid scheme, whose structure is shown in
transmitted from other groups of antennas, by treating themy. 2(a), employs a three-element transmit antenna aritiy w
as interference. Then, the STTC are individually decodeglo spatial multiplexing layers. A standard G2 (Alamoyti’s
Tarokh'set al. idea involves a fixed transmission structure igpace-time block code is used at the first layer; the otherlay
[11], the authors did not consider adapting the transmiter js not space-time-coded, following the VBLAST approach. In

the channel conditions. However, since the wireless cHasinethe G2+1 scheme, the transmitted signals can be organized in
random, using a fixed structure in some cases could represget equivalent space-time coding matrix
a waste of the resources.

The idea behind HMTS is similar to that in [11]. However, Scot1lk, k+1] = [ o ] ; (15)
in our case we consider a family of transmission structuves f I N

three and four transmit antennas that are capable of aolgievivhere the spatial dimension varies column-wise and the
at the same time spatial diversity and multiplexing gaisis, temporal dimension row-wise.

our approach is naturally an adaptable structure, charth®g  From (15), it can be seen thak 4 information
focus from diversity to multiplexing according to the MIMOsymbols (two from each multiplexing layer) are transmitiied
channel characteristics and performance objectives. H&mot7 — 2 consecutive channel uses. Thus, the effective spectral

difference between our approach and that presented in $11pfficiency of this scheme is equal to= 2 - log, M bps/Hz.
that we consider STBC instead STTC. Thus, in general, our

system has a lower decoding complexity.

. . . P HMTS designed for four transmit antennas
In the remainder of this section we present some specifi¢

HMTS. The notation for a particular HMTS is based on the In this section we present three HMTS designed for four
notation of the STBC used by the HMTS (e.g. G2 or G3jransmit antennas.

while each uncoded streams following the VBLAST scheme 1) G2+G2: the second HMTS, called G2+G2, is shown
is denoted in the label of the HMTS as +1. For example, the Fig. 2(b). It employs a four-element transmit antenna
system designed for three transmit antennas consistingaf tarray with two vertical-layered G2 space-time coding sceem
layers, one space-time coded with the G2 scheme and anothbserve that the four transmit antennas are divided into
uncoded layer following the VBLAST scheme, is denotetivo space-time coding groups of two antennas each. The
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transmitted signals can be organized in an equivalentin [12], the authors presented codes that generalize athfin
space-time coding matrix given by MIMO transmission structures, known as linear dispersion
codes (LDC). Through LDC we can represent the equivalent

Saoraelk, k+1) =] 1, °2 % zjf . (16) matrix S of all linear MIMO space-time transmission

_ BRI 75‘5 ‘- structures (e.g. STBC, VBLAST-based structures and also th
From (16), it can be seen tha&l = 4 information symbols HMTS). The LDC approach is described in the sequel.
(two from each multiplexing layer) are transmittedih= 2 Let K be the number of transmitted symbols in tiie

consecutive channel realizations. Thus, the effectivetsple signaling intervals, and let;, be one of these symbols, given
efficiency of this scheme is equal tp= 2 - log, M bps/Hz. py
Compared to the standard G4 space-time coding, the G2+G2 Sk = o + 5Bk, (19)
scheme achieves twice the data symbols rate. ) ) ] )

2) G3+1: Fig. 2(c) depicts the third HMTS considered in‘{Vhereak is the real pf”“t_ﬁk IS the_ Imaginary part Of‘?k and
this work. The four transmit antennas are now divided into= V—1- The transmission matrix of the LDC is given by

two multiplexing layers, where the first one consists of ¢hre K

antennas that are space-time coded using G3 code [5]. The  Slk,...,.k+T —1] = Z (skCr +s;Dx),  (20)
equivalent space-time coding matrix for this hybrid schaesne k=1

given by whereC,, e D, are the matrices that characterize the linear

[ s s s s ] MIMO transmission structure. Hereafter, without loss of
generality we will omit the ternik, ..., k+ 7T — 1]. Replacing

—S2 S1 —S4 Sg !
—83 84 s1 87 (19) in (20) we have

—S54 —83 52 S8

K
Saasalk, . k417 = sy sy sy so | (a7 S = > [(ox+iB) Cr+ (x — jB) D], (21)
—s5 st —si S0 k=1
—s55 Sy s] su K
| —si —s3 sy S12 | S = Z ar (Cp +Dy) +j6k (Cr — D) | (22)
From (17), we observe thak = 12 information symbols k=1 Ay By
(four from the first layer and eight from the second one) K
are transmitted inI” = 8 consecutive channel uses. Thus, S = Z(O‘kAk‘ + 706kBg) . (23)
the effective spectral efficiency of this scheme is equal to k=1
n = 1.5-log, M bps/Hz. This represent three times the spectral As in the case of the conventional MIMO transmit schemes
efficiency of G4. it is also possible to represent the HMTS as a LDC. We will

3) G2+1+1: the fourth HMTS scheme is called G2+1+1gescribe here the G2+1 case, but the extension for other HMTS
and is depicted in Fig. 2(d). Again, four transmit antennas straightforward.

are employed. As can be seen from the figure, this schemeror HMTS G2+1 we have the following parameters
consists of three spatial multiplexing layers; the firstelais « T=2
space-time coded using G2, and the remaining are transimitte, 5, _ 3
using VBLAST. The equivalent space-time coding matrix for | - _ 4
the G2+1+1 scheme is given by

The matricesA; and By are given by

—| St %2 53 A4 (1 0 0] 1 0 0
Scot1+1[k, k+1] st st oss se | (18) A, = 01 ol B, = [ 0 1 o }
In this HMTS, K = 6 information symbols (two from the [0 10 B, |0 10
first layer and four from the uncoded ones) are transmitted in 2T -1 0 1} 27011 0 1 (24)
T = 2 consecutive channel uses. Thus, the effective spectral A — 0 0 1 B. — 0 0 1
efficiency of this scheme is equal ip= 3 - log, M bps/Hz. 7lo oo} 5710 00
Compared to conventional G4 space-time code, this hybrid 10 00 B, — 0 0 0
scheme achieves three times its data rate. Furthermore, the = * 00 1]° Y lo 0 1 |°
G2+1+1 scheme offers a 50% increase in spectral eﬁiCienCyReplacingAk and By, in (23) we have
compared to the G2+G2 scheme.
S = ar-A;+jp1-Bi+az- Ay + - Ba + (25)
C. HMTS as linear dispersion codes + az-Asz+j0;-Bs+as Ag+jfs- By,
As shown in (15) to (18) the MIMO transmission structures
can be _organlzed through a spgce—tlme equa!ent matri. Th g_[ @ £ az+jfe az+ibs -
space-time equivalent matrgkdefines the transmitted symbols | Cas+jB8 a1—jB as+ibi |’ (26)

in each antenna per signaling interval. Thus, the m&rhas
dimensionT’ x M, where the columns represent the transmit

_ | s1 S22 s3
antennas and the rows represent the signaling interval. S[k, k +1] = { % } ' @7)

*
—S5 81 84



JOURNAL OF COMMUNICATION AND INFORMATION SYSTEMS, VOL. 20, NO. 3, 2005 147

, the structure of the STC, which leads to a linear receiver tha

interference Space-time . .

cancellation L decoding performs ML detection. The only goal &V is to remove the
““““ # interference from other layers.

j Ml p The MMSE cost function may be written as
2 2 i
| - | | "R Tunise = E{[Wx[k] — xa[H]]|%}. (30)
g, '| e |y | bl The optimal coefficients are found by minimizing the above
' T cost function with respect t®. The solution is given by
Channel — ESILJL::}.T:I‘“ W= Rxdexxilv (31)
estimation where Ryx = E{x[k]x[k]} and Rx,x = E{xa[k]x"[k]}
are the input covariance matrix and a cross-correlatiomixyat
respectively.

t':rfr;s‘zéivgfOsdéﬂi?ngnst_erference cancellation algorithm foe thybrid MIMO The coefficients of the MIMO-MMSE spatial filter can be
computed after direct least square (LS) estimate of the MIMO
channel matrix, which we describe in the following. Note

Therefore, through an appropriate choice of the matricdsat an estimate of the equivalent channel makix may be

A, and By, it is possible to represent all linear MIMOextractedAfrom the estimate &1. For instance, [1 the G2+1

transmission strategies, including the HMTS as shown hexgample H, consists of the first two columns @&. For this

to the case of HMTS G2+1. sake two training sequences, one for each transmit antenna,
are necessary to estimate the MIMO charidglassociated to

D. Modified interference cancellation algorithm for the higb STBC of the hybrid transmission scheme. Given two training
MIMO transceiver schemes sequenceg;; andz, of lengthZ, the received signal during

By the definition of the HMTS, all the proposed HMTSZ consecutive symbol periods can be expressed as
have at least two layers, at least one of which is space-time X=H4Z+V, (32)
block coded. Further, they all employ orthogonal STC, whose
ML detection involves simple linear operations in the reeei WNereX = [x(1)x(2) ... x(Z), V = [v(1) v(2) ... v(Z)]
We now propose a receiver for the HMTS that combines S a1(1) 211(2) (Z)

. . . .. . 7 — 11 11 cee 211 _ (33)
algorithm with the simplicity of ML detection of an orthogain 1 9 7

. . 212( ) 212( ) 212( )

STC. In fact, we adapt the IC algorithm in such a way that R
the orthogonal structure of the space-time code is predase Thus, the LS channel estimakg; is given by [13]
much as possible in its output signal. The general struaifire = I o1
the receiver is shown in Fig. 3. We will explain this struetur Hy=XZ"(227)"". (34)
for the G2+1 case. The extension to other hybrid schemestiss worthnoting that the two training sequences necessary
straightforward. to estimate the MIMO channeH,; must exhibit good

In the case of G2+1, we have two layers: a standagdoss-correlation properties and should be optimized to
G2 space-time block code at the first layer and minimize the LS estimation error, which is equivalent to
non-space-time-coded layer. Being more robust, the G2 layginimizing tr JE(ZZH)fl} [14], for an additive white noise
is detected first. In this case, the error vector at the output

. ) 5 .
the MIMO-MMSE spatial filter shown in Fig. 3 is given by process with variance;. The same procedure can be applied

to estimate the channels associated to other transmitraagen
e[k] = Wx[k] — Hys1 [k] = Wx[k] — x4[k],  (28) After channel acquisition, theV x N matrix for the

_ _ MIMO-MMSE spatial filter is found fromH, according to
wherex,[k] = Hys[k]. Here,s; is the G2-encoded S|gnal,,[he following expression

and H; corresponds to the first two columns of the channel R
matrix H. W = H zZXH(XxXH)-1, (35)
Contrarily to the classical MIMO-MMSE spatial filter,

. : . . . ssuming residual interference at the output of the
where the desired signal is the transmitted signal, here ) - )

. . . - . . O-MMSE filter negligible, the output signal can be
desired signal consists of the original transmitted signal

modified by desired MIMO channel respondg;, which written as /
can be interpreted as the “virtual” channel between the ylk] = Csa[k] + v [K (36)
G2-encoded signal and the output of the spatial filter. Is thivhere C = WH, is an equivalent MIMO channel matrix
case, the desired MIMO channel respoitig is consisting of the original space-time coded channel matlifie
H,=[h hy]. (29) by the coefficients of the MIMO-MM_SE filter. This eq_uivalent
MIMO channel represents the effective channel that is rexhd|
These are the subchannels related with the first layerhee. by the space-time decoder and can be interpreted as a
G2 STBC layer. Note that the spatial filter makes no attempittual channel from the first two transmit antennas of
to recover the G2-encoded signal: this will be done expigiti hybrid transmitter to theN outputs of the MIMO-MMSE
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1
@2m) " || Ry [|1/2

p (y[k]|si[K]) = exp{— (y[k] — Csi[k]) " R_!, (y[k] — Cs1[k])}. (38)

filter. The term v'[k] is a spatially-colored noise vector Theorem 1: Consider a multiple-antenna  wireless

containing filtered Gaussian noise and residual interfegencommunication system withd = >/, M; transmit
whose covariance is given ./ = ai,WWH. and N > M — M; — 1 receive antennas. Let
Supposing a transmitted sub-sequencg) of length K, Gi,Gs,...,G denote a partition ofd/ transmit antennas
the space-time decoded signal®j + 1) andz(2j + 2), with into groups My, M,,..., M antennas, respectively. Let
j=0,1,2,..., K, are calculated from the equivalent MIMOC = C; x C3 x ... x Cr, denote a product space-time encoder.
channelC by simple linear combining as follows [4] At each timek, a block of B input bits arrive at the encoder

. I T . of C and these bits are divided into strings By, Bs, ..., Br
{ Z(gj.“L;) } - { L % ] : { y*(223_+ 12) } (37) with By + B + ... + B, = B. Every block B, is then
2(2j +2) 2 ! y (27 +2) encoded by the encodé&j (1 <! < L). Forl <1 < L
where ¢; and ¢y are the first and second columns @f the output of encodef; is sent using the antennas in group
respectively. G; and all these transmissions are simultaneous. Egt
In (37), we have assumed that the tesm accounting for 1 <1 < L, denote the average transmit power out of antenna
residual interference plus filtered Gaussian noise is gigddi /. Let P; denote the probability of error fo€; using group
at the input signay (j) of the modified decoder. However, theinterference suppression method. Consider another wgele
optimal decision rule should take into account the covaganmultiple antenna communication system wiilf; transmit
matrix R, . From (36), the conditional probability densityand N — M + M, receive antennas. At each tinkg a block
function of y[k] can be obtained as (38). B; of bits arrive at the encoder af;,. The output of the
Thus, the maximum likelihood (ML) decoding of theencoder is sent using the/; transmit antennas and all these
space-time coded signal [k] is based on the minimizationtransmissions are simultaneous. Suppose that the average
of the following branch metric transmit power out of antennh < [ < M; is E;. Let Py
Hoa 1 denote the probability of error for this system. Then= P».
(ylk] = Cs1[k])” Ry, (y[k] = Csu[K]) . (39)  see the proof in [11].
over all possible codewords of the space-time code useckin th This theorem shows that, when considering structures of
transmission. The matriR_ , can be computed adaptivelylayers and SIC algorithm, the performance of each layeren th
without direct inversion by using the recursive least sqgarHMTS is the same as the performance of the layer subtracting
(RLS) algorithm [9]. the degrees of freedom needed to cancel the interference
The approach for channel estimation is the same considefédhe other layers. For example, consider a MIMO system
here in the OSIC case when the covariance matrices showih 3Tx-3Rx transmitting with scheme G2+1, see Fig. 4.
be estimated to order the layers. Theorem 1 shows that the error probability of the layer 1 (G2
Figs. 4 to 7 show the architecture of the receivers for aiTBC) that has diversity order &N — 1) is the same of
the HMTS. Figures with label (a) show the architecture of tHhe scheme transmitting with G2 stand-alone, i.e. with two
LD receivers for all the HMTS. In these figures we see thiansmit antennas and two receiver antennas. The result of
all layers are processed in parallel and independently cif egheorem 1 will be used in our next claims.
other, so no interference cancellation is attempted. Egur Due to the nulling-and-cancelling processing of the IC
with label (b) show the architecture of the SIC receivers f@lgorithm in the SIC approach, the layers coming after the
all the HMTS. Clearly, we can see in these figures that tfigst one take advantage of the cancelling algorithm and this
layers are processed successively, in a two stage procests iiianslated into a higher diversity order for the next disté
which layers and the performance of the whole receiver. Consideri
1) first a nulling of the interference from the undetecte@ 9eneral #/Tx-NRx) MIMO system, it will exist M N
layers is made, then, the output signal goes through_cgmmumcanon links between transmitter and receivertHeuy _
decoder for the STBC used in this layer: if the aqtennas are placed far en_ough from each other, fading
2) finally, the received space-time coded sign&Ccurs independently on each link. If just one of theN

corresponding to this layer is regenerated and ks is pot_passing through a deep fade, one can sustain
impact is cancelled from the received signal. communication between transmitter and receiver, withfaare

system design. Thus, multiple antennas offérV-fold fade

o o _ resistance to deep fades. This availability of links is knas

E. The diversity order of HMTS with interference cancedlati e diversity order of multiple antennas, and reflects the fa
In this section we make some comments about the diversihat they can significantly reduce error rates.

order of the HMTS regarding the number of degrees of For example, consider the HMTS G2+1 witN receive
freedom comparing the LD and the SIC algorithms. The clainasitennas. Thus, regarding first the linear detector, thiddiyer
contained in this section are based on a theorem presentedilhperceive a diversity order af(N — 1), since this layer has
[11] which we reproduce here. two transmit antennas and it is necessary at least one egceiv
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(a) HMTS-LD G2+1 receiver. (b) HMTS-SIC G2+1 receiver.
Fig. 4. Architecture of HMTS G2+1 linear and non-linear reees.
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(a) HMTS-LD G3+1 receiver. (b) HMTS-SIC G3+1 receiver.

Fig. 6. Architecture of HMTS G3+1 linear and non-linear rigees.

antenna to cancel the interference of the second uncoded lay When the SIC algorithm is used, the first layer will perceive
As the LD detects all the layers at the same time, the secahé same diversity ord@(N —1) as in the LD case. However,
layer has a diversity order gfN — 2), since this layer has assuming that all interference is cancelled at the secaue st
one transmit antenna and it is necessary at least two receiwkthe SIC, the second layer has now a diversity ordeNof
antennas to cancel the interference of the first STBC codgdce this layer has one transmit antenna and the intederen
layer. of the first STBC coded layer was already cancelled. This
higher diversity order for the second layer explains thedbet
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Fig. 7. Architecture of HMTS G2+1+1 linear and non-lineacawers.

performance of the SIC compared to LD. Since the bottleneck o
in performance is due to the uncoded layer, SIC algorithm
provides to this layer a higher diversity order, reflecting a
benefit in the whole receiver performance.

Considering SIC algorithm, the G2+G2 scheme has a
diversity order of2(N — 2) for the first layer while for the
second one we haveN. For the G3+1 scheme we have a
diversity order of3(IV — 1) for the first layer while for the

Bit Error Rate

second one we hav®/. Finally, the G2+1+1 scheme has a 107 :ggéggii;@)
diversity order of2(N — 2) for the first layer and, the second —0— G2+1(BPSK-OSIC)

S8

has N — 1 and the last one ha¥. The performance of the
uncoded layers will limit the performance of the whole HMTS,
since these layers have no protection at all. A solution was o 2 4 6 8 10 12 14 16 18
proposed to solve this bottleneck in [16, 17]. In fact, the Ebfio (e8]

diversity of the whole scheme is equal to the diversity of _ _
the layer with smallest diversity ordqer. The diversity 0¥deF'g' 8. Comparison of IC algorithms for the HMTS G2+1.
of this layer will serve here as comparison parameter. As

the GZ+GZ_scheme has no uncoded layer, since b,Oth Iayﬁ\rﬁleep fade, or more rate if the channel is experiencing good
are space-time coded through the G2 scheme, this sch Rdition.

presents a better result. Following G2+G2, the G3+1 scheme

has just one uncoded layer with diversity orden\ofwhile the

G2+1+1 has two uncoded layer with diversity order’f- 1 V. PERFORMANCERESULTS

and N, respectively. In this section, we present the performance of the proposed
Table |, summarizes the multiplexing and diversity ordetsansceivers in terms of BER and SER, comparing the HMTS
of the MIMO transmissions schemes. The diversity order with some conventional MIMO structures. We first compare
shown for each layer, under both LD and SIC algorithmghe IC algorithms performances for the proposed HMTS in
When considering a STBC that has just one layer, the diyersiirder to select the best algorithm for each case. Then, we
order is based on the ML detection. Looking the table we c@erform a comparison considering schemes with the same
clearly identify the trade-off between diversity and rafer number of transmit and receive antennas. This implies that
example, the STCB G4 can to achieve a diversity ordei”df all schemes have the same potential in achieving the spatial
but only achieves a symbol of 1/2 symbol pcu. On the othgrins (diversity and multiplexing). Then, we compare the
hand, VBLAST achieves a data symbol rate of 4 symbols pquerformance of HMTS against conventional MIMO structures,
but with low diversity order. The HMTS reside between thedsut now maintaining the spectral efficiency constant among
two extreme points, maximal diversity order (e.g. G4) anithe several schemes. Finally, we compare the performance of
maximal multiplexing order (e.g. VBLAST). Clearly, HMTSHMTS against LDC.
are inherently flexible structures which can be adaptedéo th The performance of the HMTS is evaluated here by means
channel conditions, providing more diversity if the chanee of numerical results from Monte-Carlo simulations. Thevasr
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Fig. 9. Comparison of IC algorithms for the HMTS G3+1. Fig. 11. Comparison of IC algorithms for the HMTS G2+1+1.

overall performance. In these figures, we can also see that,
OSIC can further provides gain for some schemes, since the
error propagation that occurs in SIC may be reduced. This can
be observed by the better performance of OSIC as compared
to SIC in Figs. 10 and 11.

The similar performance of SIC and OSIC for some HMTS
can be explained by our design of SIC. In SIC we used, the
first layer to be detected was the one employing a SBTC,
which is more robust against fading than the uncoded layers,

Bit Error Rate

e e SR which transmit with no protection at all. Indeed, with a high
| [ == c2rcapsk-osic) probability the layer with highest SNR will be the spacedim
W T coded layer, so that OSIC and SIC will likely decode in the
oot ey M same order. This explains the similar result for schemeslG2+
and G3+1. However, in the cases of G2+G2 and G2+1+1, the
Fig. 10. Comparison of IC algorithms for the HMTS G2+G2. ordering is not so obvious. In G2+G2, one question is which

layer should be detected first. And in G2+1+1 case, which
uncoded layer should be detected first. The OSIC provides
are plotted against the average Eb/No per receive antenoptimized answers to these questions, which explains why
Perfect channel estimation is assurhetlnless otherwise OSIC outperforms SIC in these cases.
noted, all schemes employ binary-phase shift-keying (BPSK

modulation. B. BER performance of similar complexity schemes

In this section we compare the proposed HMTS with

A. Comparison of the interference cancellation algorithms conventional MIMO schemes. Fig. 12 shows BER results
In this section we show the effect of the interferenc%omparing the G2+1 HMTS with traditional MIMO.schemes
nulling-and-cancelling algorithm, assuming both ordere rar= N. = 3 (G3, H3 gnd VBLAST)’ choosing only
(OSIC) and non-ordered (SIC) successive interferentl Curve with the IC algorithm with best performance for
cancellation for the HMTS detection. As benchmark fo‘leaCh case. We observe that the BER performance of the G2+1
comparisons, the conventional linear detector was al Sh?rr]ne |fhbet\r/]veecr11 tg<)23+elof \;BLAST and thte IST?.C. schem;a 3
simulated. We are interested in showing the impact of the € other hand, achieves a spectral €fticiency o
mbols pcu, as opposed to 1/2 symbol pcu for G3 and 3/4

algorithm in the BER performance of the proposed HMTS. 1Y .
gon ! P prop ymbol pcu for H3. From this results we can conclude that

Figs. 8 to 11, we show the performance of the linear MMSE; i ; . Co T
SIC and OSIC detectors for different HMTS. As we can see HS hybrid scheme G2+1 achieves its objective, i.e. it reach

. . : : : : higher spectral efficiency than pure STBC schemes, while it
these figures, the SIC provides a higher diversity than tined
detector. This comes from the fact that the combined effel?:?s a better BER than a pure VBLAST system.

of interference nulling-and-cancelling algorithm prossdto In Fig. hl3, we evalﬁaj[e thef Eﬁgs:niv = 4. In this th
the system an additional diversity gain from the one lay S€, We nave more choices o - 1NuS, we compare the

. . R results of the classical MIMO schemes, VBLAST and
to the next to be detected. This leads t tioF _ : .
0 the next fo be detecte 15 feads fo an improvemen 4, to the hybrid schemes G3+1, G2+G2 and G2+1+1. Again,

1The degradation due to imperfect channel estimation isigibtg if the only the curve W'th the IC algorithm with best performancg
number of transmit antennas is small [10, 15], as in the piesase. for each case is shown. We can see that more granularity
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Fig. 12. Comparison of MIMO classical transmitter schemed BEMTS  Fig. 14. Symbol error rate performance with = 3 and spectral efficiency
G2+1. of 3bps/Hz.
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Fig. 13. Comparison of MIMO classical transmitter schemed BMTS Fig. 15. Symbol error rate performance with = 4 and spectral efficiency
G2+G2, G3+1 and G2+1+1. of 4bps/Hz.

can be achieved vv_hen considering four transmit ant_enna. ThIn Figs. 14 and 15, we plot the SERersusEb/No for
best performqnce IS rea_ched_ by the G.4 scheme. Th's excellﬂe]rét simulated schemes. We can see that for a fixed spectral
performance is due t(_) its high diversity order, which comeesrfiCienCy of 3 bps/Hz (Fig. 14) the HMTS have similar
at a cost: G4 transmits on.Iy 172 symbol pcu. On_ the oth rformance of pure multiplexing schemes VBLAST, having
hand, the three HMT,S achleye their purpose, haylng a 9000 etter performance in high Eb/No range. The STBC G3
BER performr_;mce while offering 1.5 symbols pcu in G3+1, utperforms all the other schemes due to its higher diversit
symbols pcu in G2+G2 and 3 symbols pcu in G2+1+1. order, since just one receiver antenna is capable of pesform
o o ML detection of the transmitted symbols and in this case we
C. SER performance with similar spectral efficiencies are considering three receiver antennas. Thus, in thiswase
In this section we compare the performance of sonse providing more diversity order to this scheme.
proposed HMTS with STBC and VBLAST schemes. Here, In Fig. 15 we consider a spectral efficiency of 4 bps/Hz
we try to use the same spectral efficiency for all the schemas. our target, so the modulation cardinality are chosen to
To achieve this goal we choose different modulations foeach this goal. The HMTS present better SER performance
each scheme according to the number of data symbols ttiey almost whole simulated range of Eb/No. This result is
transmit in each channel use. Our spectral efficiency targan important consequence of the efficient trade-off between
are 3 bps/Hz and 4 bps/Hz. For instance, these specsphtial diversity and spatial multiplexing achieved by HMT
efficiencies are achieved by the VBLAST scheme using BPSK fact, STBC, which are more robust against fading, trabhsmi
andM = N =3 and M = N = 4, respectively. Table Il few symbols per channel use. Thus, to achieve a given spectra
summarizes our choices for the modulations for each schesficiency they have to use high-order modulations, which
considering 3 bps/Hz, while Table Ill summarizes our choiategrades their robustness. We can confirm that affirmation
targeting 4 bps/Hz. In this section the simpler SIC algonithcomparing the results of STBC G3 in Figs. 14 and 15. In
was employed whenever its performance was close to OSIEg. 14, since G3 is not designed to provide multiplexing
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TABLE |
SUMMARY OF MIMO TRANSMISSION SCHEMES.

Scheme Achievable diversity order LD Achievable diversity order SIC Spectral efficiencyy (bps/Hz)
VBLAST (4Tx-NRX) N -3 N-3 N-3 | N-3 N -3 N-2 | N-1| N min(M, N) - logy M
G2+1+1 (4TXNRx) | 2(N —2) N -3 N -3 - 2(N-2) | N—1 N - 3 - logy M

G2+1 (3Tx4VRX) 2(N —-1) N -2 - - 2(N —2) N - - 2 - logy M
G2+G2 (3TXNRx) | 2(N —2) | 2(N —2) - - 2(N —2) 2N - - 2 - logy M
G3+1 (4TxINRX) 3(N —-1) N -3 - - 3(N-1) N - - 1.5 - logy M

H3 (3Tx-NRXx) 3N - - - - - - - 3/4 - logy M

G3 (3Tx-VRX) 3N - - - - - - - 0.5 - logy M

G4 (3Tx-NRx) 4N - - - - - - - 0.5 - logy M

TABLE Il
TRANSMISSION PARAMETERS FOR SPECTRAL EFFICIENCY 3BPS/HZ.
Scheme Data symbols rate Modulation Cardinality e?f?c?g:gl/
(pcu) scheme M) 1 (bps/Hz)
VBLAST (3Tx-3Rx) min(M,N) =3 PSK 2 3
G3+1 (4Tx-4Rx) 1.5 PSK 4 3
G2+1+1 (4Tx-4Rx) 3 PSK 2 3
G3 (3Tx-3Rx) 0.5 QAM 64 3
TABLE Il
TRANSMISSION PARAMETERS FOR SPECTRAL EFFICIENCY 4BPS/HZ.
Scheme Data symbols rate Modulation Cardinality e?f‘ijc?g:gl/
(pcu) scheme M) 1 (bps/Hz)
VBLAST (4Tx-4Rx) min(M, N) =4 PSK 2 4
G2+1 (3Tx-3Rx) 2 PSK 4 4
G2+G2 (4Tx-4Rx) 2 PSK 4 4
G4 (4Tx-4RX) 0.5 QAM 256 4
G3 (3Tx-3Rx) 0.5 QAM 256 4

gain, we achieve this goal through a high cardinality of the
modulation, Then, to achieve a spectral efficiency of 3 bps/H
a 64QAM modulation scheme is necessary and, in this case,
we reach a good performance. Once the target is higher,thighe 104
cardinality is necessary. Increasing the target in just &/Hp

to 4 bps/Hz leads to G3 increase the cardinality from 64 to ¢
256QAM. The result in the performance degradation of G3 Eéloﬁ !
even with ML detection and four receiver antennas is shown  z |
in Fig. 15.
As the scheme proposed by Taroktes al. in [11] and 107" —6— LDC(BPSK-OSIC) Hassibi(31) N=2
—&— LDC(BPSK-0SIC) Hassibi(31) N=3|

—— G2+1(BPSK-SIC) N=3 4
—0— G2+G2(BPSK-0SIC) N=3

the HMTS proposed in this work, LDC are also capable of
achieving rates higher than one. As an example of comparison

of our HMTS and LDC we choose a LDC from [12] designed WO " 4 s & 1 2 4 B =
for two transmit antennas which has rate equal to 2 symbols Eo/No [d8]

pcu, referred by Hassibi in [12] just as LDC (31). Thus, we.
choose two HMTS that have the same rate as this LDC: G2 ¢
designed for three transmit antennas and G2+G2 designed
for four transmit antennas. The simpler SIC algorithm was
employed whenever its performance was close to OSIC. In
Fig. 16, we can see that the HMTS G2+1 has performanceln this paper, we have shown that hybrid MIMO
similar to the LDC whenV = 3, but in the case ofV = 2 transceiver schemes arise as a solution for the inherent
LDC Hassibi (31) has the worst performance. HMTS G2+G@&iversity-multiplexing trade-off of MIMO channels.
outperforms all HMTS even in this case where the number ®he spectral efficiency of the proposed structures is
receiver antennas ¥ = 3 showing the good performance ofinherently higher that those of STBC schemes, while their
HMTS even when compared to a LDC. BER/SER performance is better than that of VBLAST

Comparison of HMTS and LDC.

VI. CONCLUSIONS ANDPERSPECTIVES
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structures. We have also shown that jointly interferen¢es] V. Tarokh V, A. Naguib, N. Seshadri, and A. R. CalderbatSpace-time

nulling-and-cancelling algorithm and ML detection of STBC codes for high data rate wireless communication: perfoomamiteria in
id kable i . £ the presence of channel estimation errors, mobility, antiphes paths,”

can provide a remarkable |mprovement .'n Pertormance |egg Transactions on Communicationeol.47: n.2, pp.199-207, Feb.

compared to the LD approach. Our simulation results show 1999.

that, for a given spectral efficiency (4bps/Hz) and for th@6l W- C. Freitas Jr, A. L. F. de Almeida, F. R. P. Cavalcaiti C. M.

f Eb/N id d. the HMTS toerf both Mota, and R. L. de Lacerda Neto, “Performance of MIMO antenna
range o 0 COhSI ered, € outperrorm bo systems with hybrids of transmit diversity and spatial rpléiing
STBC and VBLAST in terms of SER. using soft-output decoding,Lecture Notes in Computer Science,

Motivated by current practical limitations in the feasible __ Springer-Verlag Heidelbergv.3124, pp.28-37, Aug. 2004.

b f antennas for MIMO tems. w r nted HM 1 W. C. Freitas Jr., F. R. P. Cavalcanti, and R. R. LopegVig the
num €r or anténnas 1o Sys e_ S, we presente bottleneck in the hybrid MIMO transceiver scheme: channedirg
designed for three and four transmit antennas. However the vs. partial CSI at transmitter sideXXIl Simposio Brasileiro De
concept of hybrid schemes can be easily extended to large Telecomunicagbes - SBrT,084-08 de Setembro de 2005, Campinas,
number of antennas. The design and performance analysis
of HMTS of higher dimensions is then an interesting topic
for future work. The design of hybrid schemes which provide
effective coding gain should also be investigated.

A natural continuation of this work resides in devising an
adaptive switching algorithm to choose among the variot~
possible MIMO structures presented in this paper, accgrdi
to the channel characteristics and performance objectueh
as higher link reliability or data throughput. In this wagasial
link adaptation would be enabled by the proposed MIM(

structures.
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