
  
Abstract—This work reports the results of indoor joint AOA-

TDOA measurements, using a frequency domain wideband 
propagation channel sounder (with a vector network analyzer). 
The whole survey has been carried out in 1.8 GHz, with a 200 
MHz bandwidth. Since such kind of sounder only allows the 
measurement of the channel impulse response, that is, the time-
delay spectrum, a synthetic aperture uniform linear antenna 
array was adopted in order to extend its use to perform also 
angle-of-arrival measurements. Spatial spectral estimation 
algorithms such as beamforming, Capon and MUSIC have been 
applied. The estimated results were compared to expected values, 
calculated from propagation analysis. Relative errors less than 
10% and 35% have been observed in the time-delay and in the 
spatial domain, respectively. Thus, despite the simplicity, a 
reasonable performance has been achieved, validating the 
adopted joint sounding approach. 
 

Index Terms—Propagation channel, wideband channel 
sounding, angle of arrival, spectral estimation, antenna array. 
 

Resumo—Este trabalho relata os resultados de medidas 
conjuntas de AOA e TDOA em ambientes internos, utilizando 
uma sonda de canal de propagação faixa-larga no domínio da 
freqüência (com um analisador de rede). O experimento foi 
realizado na freqüência central de 1,8 GHz, com uma largura de 
faixa de 200 MHz. Uma vez que este tipo de sondagem só permite 
a medição da resposta ao impulso do canal, ou seja, do espectro 
de retardos, um arranjo linear de antenas por abertura sintética 
foi utilizado para que o espectro espacial (ângulos de chegada) 
também pudesse ser medido. A estimação do espectro espacial foi 
feita com base em algoritmos consagrados tais como, por 
conformação de feixe, Capon e MUSIC. Os resultados estimados 
foram comparados a valores esperados, calculados a partir de 
uma análise de propagação. Erros relativos menores que 10% e 
35% foram observados nos domínios do retardo e espacial, 
respectivamente. Portanto, apesar da simplicidade, obteve-se um 
desempenho razoável, validando a abordagem de sondagem 
conjunta adotada. 
 

Palavras-Chave—Canal de propagação, sondagem de canal 
faixa-larga, ângulo-de-chegada, estimação espectral, arranjo de 
antenas. 
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I. INTRODUCTION 
HE present telecommunications scenario points out to an 
increasing use of indoor mobile systems. Regarding 

mobile telephony, pico-cellular planning is largely adopted to 
provide coverage at shopping malls, enterprise buildings and 
other high-demanding indoor environments. Such strategy has 
been in practice even before the deployment of the present 3G 
systems. Wireless LANs (WLANs) also play a major role in 
that process. The consolidation of HiperLAN2 and IEEE 
802.11 standards has created a new wireless “boom”. The 
“hot-spot” concept has broadened even more the spectrum of 
WLAN potential users, and gives rise to long-term discussions 
regarding integration issues between 3G and WLAN systems, 
or even a potential competition between them [1].  

One of the greatest challenges to the above-mentioned 
systems is guaranteeing that the high data transmission rates 
established may be achieved and sustained. In other words, 
providing quality of service (QoS) indoors is a complicated 
task for wideband wireless systems. This is essentially due to 
the propagation channel behavior, which is random in nature 
and very difficult to analyze. Small-scale variability is one of 
the key aspects that needs to be addressed, and it is dictated 
basically by multipath fading and Doppler spread effects [2]. 

There are some mitigation techniques widely used to 
combat multipath fading and Doppler spread. Among the main 
used are: adaptive equalizing, spread spectrum, channel 
coding, robust modulation, diversity combining, OFDM, etc. 
Some of these techniques need to estimate the wideband 
channel impulse response in order to be effective, like the 
RAKE receiver for IS-95 systems, for instance [3].  

Spatial diversity is being considered to improve the 
performance of the future communications systems. More 
specifically, smart antennas and MIMO systems will not only 
mitigate multipath fading, but will also be able to increase 
spectrum efficiency [4]-[5]. In this sense, there is a clear need 
for spatial spectrum estimation techniques [6]-[7], since angle 
of arrival (AOA) information is used by adaptive processors 
in those applications. Actually, in the overall, space-time 
spectrum estimation should be carried out, that is, joint time-
delay of arrival (TDOA) and AOA spectrum should be 
available.  

Along the past decade, some joint TDOA-AOA 
measurements have been reported. The earliest surveys were 
related to cellular telephony applications, and comprised 
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mainly outdoor measurements at the 800-900 MHz and the 
1.8-1.9 GHz bands [8]-[10]. As the indoor wireless scenario 
grew stronger (especially after the year 2000), the main focus 
of space-time surveys has turned to indoor applications, 
mainly for WLANs [11]-[15]. However, it is well known that 
multipath fading tends to be more critical indoors than 
outdoors. As a result, the most recent indoor surveys reported 
in the literature adopted more sophisticated estimation 
techniques, almost always based on maximum likelihood 
(ML) implementations. In fact, the latter approach provides 
optimal estimation, though it also presents the highest 
computational burden among all estimation methods, and it is 
also subject to convergence problems at some cases [6].  

In this context, in which space-time spectrum estimation 
plays an important role in the present and future 
communications scene, this work presents the results of a 
TDOA-AOA survey at a few indoor sites, in the 2,5G and 3G 
cellular systems frequency band (1.8 GHz). With a single 
wideband channel sounder available, a simple technique was 
deployed in order to extend its applicability to allow also 
AOA estimation. The synthetic aperture concept was adopted 
in order to synthesize a uniform linear array (ULA) of 
antennas, thus providing the means to sample the spatial 
spectrum domain. While the most recent surveys reported 
[12]-[18] are mainly optimal ML-based approaches, the 
present work goes on the other hand, trying to show that 
simpler sub-optimal estimation methods may still be useful, 
presenting valid results with relatively low computational 
cost. 

This paper is organized as follows. After this introduction 
section, a brief overview of some classical AOA estimation 
methods is presented. Next, Section III comprises a review of 
the main wideband propagation channel sounding techniques, 
both in the delay and AOA domains. The survey carried out is 
described in section IV, pointing out details of the sounder 
setup and of the sites where the measurements have happened. 
Section V explains the data processing adopted in order to 
extract space-time spectrum estimates from the available 
measurements. The estimation results were validated by 
comparison to expected values calculated from propagation 
analysis, as described in Section VI. At last, some final 
remarks are addressed in Section VII. 

 

II. CLASSICAL AOA ESTIMATION METHODS 
The classical AOA estimation methods are simply “spatial” 

versions of some frequently referred spectral estimation 
methods. In this work, two non-parametric and one parametric 
methods are addressed. In the first case, beamforming (or 
Bartlett) and Capon were chosen, for being among the 
simplest and widest used non-parametric algorithms. 
Likewise, MUSIC (MUltiple SIgnal Classification) was 
chosen for being perhaps the most popular among the 
parametric methods [6]-[7]. The advantage of non-parametric 
methods is that they do not assume anything about the signals 

statistical properties. On the other hand, in the cases where 
such information is available, or at least when it is likely that 
those properties may be partially assumed, parametric 
methods may present better performances than the non-
parametric ones [6]. 

An almost ubiquitous hypothesis assumed for the AOA 
estimation problem is the far-field condition, where the wave 
fronts are plane, and the array is “far enough” from the source. 
More specifically, such condition may be analytically 
described as: 
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where r is the separation between the array and the source, D 
is the maximum dimension of the array (width or height), and 
λ is the signal wavelength. Fig. 1 illustrates a single signal 
impinging a ULA of omnidirectional antennas under the far-
field condition.  

 

 
Fig. 1.  Uniform linear array of antennas under far-field condition. 

 
In general, classical AOA estimation methods rely on the 

so-called array model, which can be briefly stated as follows 
[6]. Taking Fig. 1 as reference, if a signal s(t) impinges a M-
antennas ULA at an AOA θ, a vector y(t) is formed on the 
antennas outputs, such that: 

 
y(t) = a(θ)·s(t) + n(t) (2) 
y(t) = [ y1(t) ···  yM(t) ]T (3) 
n(t) = [ n1(t) ···  nM(t) ]T (4) 

 
where symbol {T} represents the transposition of a vector or 
matrix, yi(t) is the signal at the ith antenna, and ni(t) is the ith 
antenna noise, usually considered as white Gaussian 
distributed. Vector a(θ) is frequently known as steering 
vector, and is given by:  
 
a(θ) = [ 1 exp(-jωcτ2)  ···  exp(-jωcτM) ]T (5) 
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where ωc is the signal frequency, τk  is the far-field TDOA 
between the kth and the first antennas, d is the spacing between 
a pair of antennas, ∆ff is the far-field separation between 
wavefronts impinging consecutive antennas (as in Fig. 1), and 
v is the phase velocity of the impinging signal. In this model, 
the narrowband assumption is considered. 

As it can be noticed in (5) and (6), the steering vector 
indeed contains the desired AOA information. How such 
information is “extracted” depends on the specific formulation 
of each estimation method. It is also worth mentioning that the 
array model may also be extended to the multipath case. If the 
impinging signal arrives at the array from L different AOAs, 
then there will be a steering vector for each direction. If the L 
M × 1 steering vectors are put together, an M × L matrix is 
formed, which is commonly referred as array manifold. Thus, 
the basic array model equation for the multipath case may still 
be represented by (2), just replacing the steering vector for the 
array manifold A(θ). 

Beamforming is an estimation method based on the array 
model that may be seen as a bank of filters, where each 
antenna is attributed a weight. If h is an M × 1 vector 
comprising the filter weights, the optimization criterion to 
calculate h is: 

 
( ) 1subject tomin HH =⋅⋅ θahhh

h
 (7) 

 
where symbol {H} represents the hermitian of a vector or 
matrix. The solution to (7) is h = a(θ)/M. Thus, summing the 
outputs of the above-mentioned filters, the power as a function 
of θ is given by: 

 
( ) ( ) ( ) 2H /ˆ MP θθθ aRa ⋅⋅=  (8) 

 
where R̂  is an estimate of the signal covariance matrix R, 
usually taken as: 
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where N is the number of (time) snapshots of the signal 
available. If the power is calculated for the whole angle 
domain, a power pattern may be generated. The searched 
AOA or AOAs will, then, be the angles associated to the main 
peaks of that pattern. 

The beamforming method presents resolution limitation as a 
function of the number of antennas. The least the number of 
antennas, the worst the capability to distinguish two or more 
multipath signals arriving at AOAs very close to each other. 
However, if such situation is unlikely to happen, or if angular 
precision is not an issue, this method is adequate enough. Care 
should also be taken regarding interpretation of the 
beamforming spectrum, due to the unavoidable presence of 
undesired sidelobes, especially when multiple AOA 

estimation is intended [6]. 
Capon’s AOA estimation method calculates the array 

weights minimizing the mean output power subject to a unity 
constraint in the look direction θ [19]. In other words, the 
optimization criterion to calculate h is: 

 
( ) 1subject tomin HH =⋅⋅⋅ θahhRh

h
 (10) 

 
The solution to (10) is: 
 

( ) ( ) ( ){ }θθθ aRaaRh ⋅⋅⋅= −− 1H1  (11) 
 
Again, as in beamforming, summing the outputs of the filters, 
the power as a function of θ is given by: 
 

( ) ( ) ( ){ } 11H −− ⋅⋅= θθθ aRaP  (12) 
 
The searched AOAs will be associated to the main peaks of 
the power pattern calculated from (12). 

Capon’s method is expected to present superior 
performance compared to beamforming, what is usually 
confirmed empirically [6]-[7]. On the other hand, a price is 
paid in terms of computational load, since a matrix inversion 
operation is needed. 

The MUSIC method is a relatively simple and efficient 
eigenstructure method of AOA estimation [20]. It has many 
variations and it is perhaps the most studied method in its 
class. In its standard form, also known as spectral MUSIC, the 
method estimates the noise subspace from the available 
samples. This can be done by either eigenvalue or singular 
value decomposition (SVD) of the estimated data covariance 
matrix. Once the noise subspace has been estimated, a search 
for some directions has to be carried out, looking for steering 
vectors that are as orthogonal to the noise subspace as 
possible. More specifically, if R is the signal covariance 
matrix, it can be eigendecomposed such that:  
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where λi is an eigenvalue of a R matrix of rank M, si is a M × 
1 vector representing the actual signal subspace, and gi is a M 
× 1 vector representing the noise subspace, with both 
subspaces orthogonal to each other. Based on such 
orthogonality, the AOAs may be interpreted as the L sharpest 
peaks of the following function: 
 

( ) ( ) ( ){ } 1HH ˆˆ −
⋅⋅⋅= θθθ aGGaP  (15) 
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where Ĝ  is an estimate of the noise subspace matrix G. 
MUSIC usually presents high accuracy and resolution when 

the actual signal properties are close to the ones assumed a 
priori in the method. For such reason, it is frequently referred 
to as a “super-resolution” method. On the other hand, a major 
drawback of this parametric approach is that it assumes the 
number of the sources (L) as a known parameter, when in fact, 
knowing that number is an additional estimation problem. 
Furthermore, compared to the previous methods, MUSIC is 
also more demanding, numerically speaking, as it requires 
SVD or eigendecomposition operations. 

 

III. WIDEBAND PROPAGATION CHANNEL SOUNDING 
TECHNIQUES 

A. Wideband TDOA channel measurements 
There are three main sounding techniques, as reported in 

the literature [2], [21]. The eldest one is probably the method 
that comprises a short duration pulse, trying to simulate the 
transmission of an ideal impulse. After all, a channel sounding 
is basically an attempt to measure or estimate the channel 
impulse response. One of the main problems with this 
technique is that it is quite subject to interference and noise, 
due to the wideband filter required [2].  

Another sounding technique is the one that takes advantage 
of the statistical properties of pseudo-random signals, which 
present impulsive-like autocorrelation functions. Such method 
is usually referred to as pulse compression sounding, and is 
actually one of the most used techniques nowadays, mainly 
outdoors. The advantage of this method is that, while the 
sounding signal may be wideband, it is possible to detect the 
transmitted signal using a narrowband receiver preceded by a 
wideband mixer, thus improving the dynamic range as 
compared to the short pulse sounder. This sounding technique 
is usually deployed either by the use of a convolution 
matched-filter or adopting the so-called swept time-delay 
cross-correlation technique (also known as sliding 
correlation) [2], [21]. 

The third method comprises the frequency domain channel 
sounding. Fig. 2 illustrates the idea behind this technique, 
which is most suited for indoor measurements. Basically, the 
propagation channel (including antennas) is put as device 
under test (DUT) of a vector network analyzer (VNA). A 
VNA may provide, among other things, the channel transfer 
function (equivalent to the S21 parameter). With this frequency 
domain function available, it is just a matter of inverse Fourier 
transforming that function in order to obtain its time domain 
equivalent. Such time domain impulse response (IR) 
represents the channel power distribution as a function of the 
TDOAs of the multipath arriving signals (relative to the first 
arriving signal, usually the strongest and main one). For 
small-scale channel modeling, it is a common practice to 
calculate the spatial average of the IRs taken over a local area. 
This average is known as Power Delay Profile (PDP) [2]. 
Despite the difference between the definitions of IR and PDP 

for a propagation channel, the last term is used indistinctly for 
both in many references in the literature, since the difference 
is usually implicit in the context. In the present text, PDP is 
the term adopted to represent each measured IR. 

 

 
Fig. 2.  Concept of frequency domain sounding with a vector network 
analyzer. 

 
A major limitation of the frequency sounding technique is 

distance range, since the analyzer ports must be connected to 
the transmitting and receiving antennas by cables. This is the 
main reason why this method is more suited to indoor 
soundings. Another restriction regards the sweep speed of the 
analyzer within the chosen bandwidth. During the time of a 
sweep, any channel variations cannot be captured [2]. 

B. AOA channel measurements 
The simplest, yet least efficient, AOA sounding technique 

is to sweep the angular spectrum with a high gain antenna 
[22]. Basically it consists on sweeping the angular domain 
with a highly directive antenna, step by step. At each 
measurement step, only a small portion of the space 
surrounding the antenna is actually sounded. The main 
drawback of this technique is the low achievable resolution, in 
the order of the antenna beamwidth. 

Antenna array processing is the most adopted AOA 
sounding technique in the present days. It is based essentially 
on the array model previously addressed in Section II. A 
narrowband signal impinging the array may be sampled a 
number of times, generating snapshots of the signal vector as 
in (2). From these snapshots, an estimate of the covariance 
matrix may be computed, as in (9). With this data matrix 
available, a convenient spectral estimator must be chosen 
(beamforming, Capon, MUSIC, etc), and the angular domain 
must be swept, searching for the spectrum peaks, that will 
correspond to the AOAs of the impinging signals at the time 
of the measurement.  

Regarding hardware, some significant simplifications may 
be adopted when deploying an antenna array sounding. A 
simple, yet highly attractive option is the synthetic aperture 
principle [8]-[10], widely used in radar and remote sensing 
applications. This method comprises the use of a single 
antenna (or of a sub-array with small aperture) to carry out the 
measurements, simply placing the antenna consecutively in 
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the positions originally expected for a real array. In other 
words, a virtual array is adopted, instead of a real one. Since it 
takes time to carry out signal sampling along the whole array 
aperture, this sounding technique has limited capability to 
track fast AOA channel variations along the time. On the 
other hand, mutual coupling between the antennas is not an 
issue, reducing the need for complex angular calibration 
schemes [12], [22]. 

Array processing for AOA spectrum estimation requires 
parallel coherent processing of all the array channels. In other 
words, ideally, AOA spectrum estimation would require one 
radio receiver (Rx) per antenna, what may represent a 
significant burden if the number of antennas is high. A more 
effective, simpler and cheaper solution is time-division 
multiplexing of the array outputs. In this way, a single Rx may 
be used to sequentially capture the channel response at each 
array element [11]-[12]. As in the synthetic aperture approach, 
the drawback here is that the sounder will not be able to track 
fast AOA channel variations as well. 

C. Joint space-time channel measurements 
Simultaneous space-time channel sounding may be 

achieved integrating the TDOA and AOA sounding 
techniques described so far. For instance, an antenna array 
might be adopted, registering the wideband channel response 
at each antenna. Wideband TDOA sounding provides the PDP 
for each antenna of the array, which represents the channel 
power distribution as a function of the TDOAs of the 
multipath arriving signals, as previously stated. Thinking of 
digital processing, the PDP time scale is actually comprised by 
a finite number of delay bins. Thus, a simple straightforward 
way to incorporate the AOA spectrum is carrying out the 
AOA estimation at each delay bin, considering the power 
distribution in that bin for all antennas of the array. This kind 
of procedure provides sub-optimal estimation, but the results 
are still good enough, as reported in the literature [8]-[11].  

The above-mentioned approach assumes time channel 
stationarity along the aperture, that is, from element to 
element along the array (virtual or not). Considering that 
usually a relatively small number of array elements is adopted, 
and that the distance between them is relatively small (less 
than half wavelength), such hypothesis is actually reasonable 
enough. In fact, the separation between the array antennas is 
so small that significant PDP changes are really unlikely to 
happen. Nonetheless, if the synthetic aperture method or the 
time-division multiplexing is adopted, small channel 
variations between the elements may be more evident, since 
the actual mobile radio propagation channel is only locally 
stationary [2]. 

Strictly speaking, true joint space-time spectrum estimation 
requires more sophisticated strategies. In this sense, maximum 
likelihood (ML) estimation is widely used, especially when 
parameters have to be estimated from experimental data [23]. 
ML estimation is usually implemented as iterative numeric 
methods with high computational burden, and may also 
present some convergence issues. A practical implementation 

of ML estimation that has become quite popular in the past 
few years is the Space-Alternating Generalized Expectation-
maximization algorithm (SAGE) [24], which was first 
introduced for channel parameter estimation by Fleury et al. 
[16]. Since then, some SAGE-based soundings have been 
reported in the literature, mainly for MIMO [14], UWB [25] 
and 3G systems [18], [26], and also WLANs [13], [15], 
always presenting very good results.  

All in all, the choice for the TDOA-AOA channel sounding 
approach relies on a tradeoff relationship regarding the 
estimation method. If accuracy is the main goal and 
computational burden is not an issue, ML-based algorithms 
should be adopted. Otherwise, sub-optimal methods may be 
chosen. 

 

IV. SETUP DESCRIPTION 

A. Sounder 
The whole survey took place in the same locations and 

dates of another experiment [27], which required ranges up to 
150 m along indoor paths. As a result, a frequency domain 
sounder was adopted, using an optic link as the 
synchronization device of the employed VNA, instead of a 
coaxial cable, which would provide shorter ranges (around 50 
m). The complete setup is sketched in Fig. 3, and included: a 
HP8714ET VNA, two 2.14 dBi discone omnidirectional 
antennas especially built for the 1.8 GHz band, low noise 
amplifiers, a HP83420A laser, a 500 m multimode 
encapsulated optical fiber, an optical detector and a desktop 
computer equipped with a GPIB card for control and data 
acquisition. The VNA operated with a 200 MHz bandwidth 
centered at the 1.8 GHz carrier. As a result, the nominal 
TDOA resolution of the sounder was 5 ns. The setup 
calibration has been carried out as the one described in [12], 
storing in the VNA all the unavoidable effects of the system 
components before each measurement, antennas excluded. 
The transmitter was chosen to be the mobile unit, since it was 
the one that consumed less energy, and also in order to keep 
the fragile laser detector standstill. 

 

 
Fig. 3.  Illustration of the sounder setup, originally implemented in [27]. 

 
The sounder above described was originally deployed for 

TDOA measurements. In order to extend its use to perform 
AOA estimation as well, the synthetic aperture concept has 
been adopted. The spatial sounding comprised only azimuth 
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variations. Thus, both antennas (transmitter and receiver) were 
always at the same height (1.7 m above the floor). Since the 
AOA sounding was one-dimensional, a virtual ULA was 
chosen, since it is the simplest aperture configuration. Fig. 4 
illustrates how the virtual ULA has been synthesized in the 
present work. It is worth mentioning that, since the virtual 
array has been formed in the transmitter (Tx) side of the 
sounder, actually this sounder performed angle of departure 
(AOD), rather than AOA estimation. Assuming the well-
known reciprocity theorem from electromagnetic theory [28], 
the results of this work hold indistinctly of the link side 
chosen for the array. Since the array is usually assumed to be 
at reception in most of the related references, the present work 
is also described in terms of AOA.  

 

 
Fig. 4.  Virtual ULA implementation – the trolley that carried the transmitter 
was sequentially placed at the M expected array positions. 

 
ULAs present a couple of drawbacks. First, there is a 

symmetry problem regarding the array axis, such that if two 
wave fronts impinge the ULA in the same direction, but from 
opposite senses, these signals cannot be resolved. Second, 
when non-parametric estimation is carried out, both resolution 
and detection accuracy present asymmetric behavior, 
regarding the array’s broadside direction. Actually, AOA 
estimation performance is the best at broadside, and gradually 
decreases as the AOAs get closer to the endfire direction [6], 
[29]. The use of planar array geometries (circle, rectangle, etc) 
solves the first issue, and usually mitigates the latter, at the 
cost of higher setup complexity [12]-[14]. 

In digital array processing, the Nyquist sampling theorem is 
also applicable [6]. More specifically, the spacing between 
each pair of antennas must be less than ½ wavelength of the 
impinging signal, in order to avoid (spatial) aliasing. In the 
survey, a 5 cm separation was adopted, which corresponds to 
0.3 of the central carrier wavelength (16.7 cm). The number M 
of elements of the virtual array varied with the sounding site, 
and it has ranged from 11 to 21 elements. It is worth 
mentioning at this point that, the greater the array aperture, the 
better AOA resolution will be. Actually, for beamforming 
estimation, the relation 1/(M-1) defines AOA resolution at the 
broadside direction [6]. For the other estimation algorithms, 
AOA resolution is not so simple to derive, but the inverse 
relation with the array aperture remains.  

Since the transmitter antenna had to be relocated for each 
array position, the survey was limited to standstill AOA 
soundings. The number of frequency scans (snapshots) at each 
location was also variable, ranging between 11 and 21. 

It should be remarked that the actual aperture synthesis was 
a rather inaccurate procedure. From Fig. 4 it can be noticed 
how hard it was to maneuver the trolley supporting the 
transmitter equipment and antenna, in order to line up the 
antenna with the expected exact locations of the array 
elements, which were separated only by 5 cm from each other. 
Since the main goal of this work was a simple validation of 
the technique, an accurate antenna positioning control was left 
for a future improvement of the available setup. 

B. Sites 
Measurements have been carried out in two different 

scenarios, both in Rio de Janeiro city. The first site was the 
second floor of a shopping mall (Gavea). Fig. 5 depicts a 
blueprint of this site, where stores with glass window facades 
were present on both sides of the corridors. The receiver was 
fixed, as well as the virtual transmitting array. Visibility 
condition was tested at positions “LH” and “LV”, which 
actually referred to the same location and polarization, but 
with orthogonal alignments (the virtual array at “LH” was 
perpendicular to the one at “LV”). Such procedure was 
adopted in order to assess the asymmetric ULA performance 
(regarding the array’s broadside direction) previously 
discussed. Out-of-sight (OOS) condition was also tested in 
that site, at the location indicated by an “O” in Fig. 5, which 
was distant from the Rx location around 25 m in straight line 
(direct path). Actually, regarding the direct path, a weak 
obstruction was expected, since the obstructing corner was 
composed by a thin wood wall with a large glass window. 

The measurements took place also inside a building (Leme) 
of PUC-Rio University. At the fourth floor of Leme building, 
the transmitter was positioned close to the center of a chosen 
room, whose door was approximately 30 m apart from the Rx, 
as pointed out in Fig. 6. As in the mall, the ULA asymmetry 
has also been tested, taking measurements at orthogonal ULA 
configurations at the same reference point. (“SH” and “SV”). 
In this site, only OOS condition was assessed. 
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(a) 

 
(b) 

Fig. 5.  (a) Blueprint of the second floor of Gavea mall, pointing out 
measurement locations, with (b) identification of reference axes for AOAs.  

 

 
(a) 

 
(b) 

Fig. 6.  (a) Blueprint of the fourth floor of Leme building, pointing out 
measurement locations, with (b) identification of reference axes for AOAs. 
 

V. DATA PROCESSING 
The acquisition process has been carried out in real time, 

during the measurements. A C++ based routine developed for 
the work in [27] remotely controlled the VNA from the 
desktop, which stored the sampled data. Each complex 
transfer function available at the VNA output presented a 200 
MHz bandwidth scanning of the propagation channel, which 
was digitized within a 801 samples window. In average, with 
that configuration, the setup was able to store two frequency-
domain impulse responses (FR) per second. At each one of the 
five measurement points, the acquisition was done at each 
array element location, and at each one of these locations a 
few snapshots were recorded in the computer’s hard disk. 

The space-time spectrum itself was estimated afterwards, by 
post-processing, with Matlab® algorithms. The whole post-
processing procedure has been realized two-fold. The first 
block of routines was in charge of generating and organizing 
the power delay profiles obtained from all the available FRs of 
a measurement point. This block generated a 3D (three-
dimensional) vector of PDPs as output, which was the input to 
the second block of algorithms. The desired space-time 
spectrum estimation itself took place in this last block. 

Briefly, PDP computation may be summarized as follows. 
From each FR, a corresponding complex PDP (amplitude and 
phase) was estimated, computing its correlogram [6]. Such 
procedure is equivalent to the one adopted in [27], where the 
inverse discrete fast Fourier transform (IFFT) was taken. 
Previously to that calculation, a pre-filtering technique was 
employed, in order to minimize the undesirable spectral 
leakage imposed by the unavoidable finite number of samples 
of the FR. The same minimum three-term Blackman-Harris 
window used in [27] was kept, resulting in a 1.8 width 
widening for the peaks of the computed PDPs [30]. As a 
result, the 5 ns TDOA resolution from the original setup was 
actually decreased to around 9 ns. All of the PDPs calculated 
as just described for a specific measurement point (comprising 
M array elements and N snapshots) were thus rearranged in a 
3D vector, with indexes representing delay, time (number of 
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snapshots) and array element position.  
In the second block, after the charge in memory of a 3D 

vector, the AOA estimation was carried out delay-by-delay. 
Three distinct AOA estimation methods were adopted in this 
work: beamforming; Capon; and spectral MUSIC. Basically, 
from the M × N data matrix associated to each delay, an 
estimate of the respective covariance matrix was computed, 
from which the desired spatial spectral information was 
extracted, applying any of those estimation methods. MUSIC 
requires a priori information regarding the number of 
impinging signals (AOAs). In this work, the adopted estimate 
was the number of peaks of the corresponding beamforming 
AOA spectrum [29]. 

It is worth pointing out again that accuracy was not the 
main concern of this survey. Thus, more refined estimation 
methods, such as the ML-based previously mentioned [12], 
[24] which are expected to present better accuracy, have been 
left out of the assessment. Despite the estimation methods that 
have been adopted in this work were sub-optimal, its 
performance is acceptable enough in many cases, as reported 
in the literature, despite the simplicity and low computational 
burden behind its implementation [6]-[11]. 

 

VI. SOUNDING PROCEDURE ASSESSMENT 

A. Methodology 
In order to validate the sounding technique, a methodology 

was adopted, based on a comparison between the estimated 
results computed from measurements and theoretical AOA 
expected values, provided from simulation. These expected 
values were calculated from simple propagation analysis 
within the survey sites. Actually, since the sounding sites 
geometries were relatively polygonal, geometrical optics 
approximation and image theory [28] could have been applied 
to analyze the main propagation mechanisms. In this work, 
such mechanisms were direct propagation (associated to the 
line-of-sight path) and multiple reflections on the walls. 
Wedge diffraction was not expected to be significant, since 
the distances were relatively small [31]. Transmission 
(refraction) through the walls has not been considered in the 
simulations as well. Such propagation analysis procedure had 
been previously applied in related works [32], leading to fair 
agreement with measurements.  

The theoretical AOA estimation required knowledge of the 
angles and distances associated to the main propagation rays. 
Thus, during the survey, those values have been registered, 
yet with some inaccuracy level for some data. As a result, an 
error margin was adopted in this propagation analysis, 
calculating maxima and minima values of the expected main 
AOAs and TDOAs when necessary. The expected values were 
then tabulated in order to be compared to the experimentally 
estimated ones. Under line-of-sight (LOS) condition, only 
single reflections have been calculated, besides the direct path. 
In the other case (OOS), reflections on up to three walls have 
been considered, and up to 4 times on the same wall when 

necessary (Leme building site).  
All space-time spectra computed have been normalized to 

their respective power peaks, in order to ease the comparison 
among the results. Furthermore, path-loss analysis was not 
intended in the present work.  

It should also be mentioned that the main goal of this 
assessment was a simple validation of the sounder itself. In 
this sense, TDOA and AOA dispersion analysis could not be 
carried out, since only a few measurements had been 
recorded. Serious statistical treatment would require 
considerably more data.  

B. LOS Condition 
LOS measurements have been carried out only in the “LH” 

and “LV” positions of Gavea site, as pointed out in Fig. 5. As 
expected, the direct path propagation prominence has been 
confirmed, for all AOA estimation methods tested, as it can be 
observed in Figs. 7 and 8. Fig. 7 presents the space-time 
spectrum at point “LV”, estimated in the AOA domain by 
MUSIC, while Fig. 8 presents the space-time spectrum at 
point “LH”, estimated in the AOA domain by beamforming. 
Since visual identification of the main AOAs and TDOAs 
from the 3D spectrum is not straightforward at a first glance, 
two-dimensional (2D) perspectives of both figures are also 
presented. The main expected AOAs and TDOAs are listed in 
Tables I and II, for the “LV” and “LH” positions, respectively. 
Capon estimation could not be computed for point “LH” due 
to insufficient snapshots available. Those AOAs and TDOAs 
in the tables may be easily identified at the front and side 
views of those figures, respectively. As previously mentioned 
in Section III, the space-time spectrum power peaks occur at 
the main AOAs and TDOAs. Thus, AOA and TDOA 
identification is basically a matter of searching the main 
peaks. Table III presents relative error performance among the 
three methods, in both points.  
 

 
(a) 
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(b) 

 
(c) 

Fig. 7.  MUSIC estimated space-time spectrum in “LV” point: (a) 3D view, (b) 
front view – AOA spectrum and, (c) side view – TDOA spectrum.  

 

 
(a) 

 
(b) 

 
(c) 

Fig. 8.  Beamforming estimated space-time spectrum in “LH” point: (a) 3D 
view, (b) front view – AOA spectrum and, (c) side view – TDOA spectrum.  

 
TABLE I 

COMPARISON BETWEEN THE MAIN EXPECTED VALUES AND THE ESTIMATED BY 
MEASUREMENTS IN “LV” POINT 

Expected Beamforming Capon MUSIC Path 
θ (o) τ (ns) θ (o) τ (ns) θ (o) τ (ns) θ (o) τ (ns) 

DIR 1\6 93\95 10 100 10 100 10 100 

LR 8\14 94\98 10 100 10 100 10 100 

RR -12\-7 94\97 -10 105 -13 105 -10 100 

DIR – direct component    θ – AOA  τ – TDOA 
LR – reflection on L wall  RR – reflection on R wall 

 
TABLE II 

COMPARISON BETWEEN THE MAIN EXPECTED VALUES AND THE ESTIMATED BY 
MEASUREMENTS IN “LH” POINT 

Expected Beamforming Capon MUSIC Path 
θ (o) τ (ns) θ (o) τ (ns) θ (o) τ (ns) θ (o) τ (ns) 

DIR -89\-84 92\95 -66 100 -- -- -63 100 

LR -81\-76 94\97 -66 100 -- -- -63 100 

RR 79\84 93\96 53 100 -- -- 75 100 
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TABLE III 

RELATIVE ERROR PERFORMANCE UNDER LOS (%) 

Beamforming Capon MUSIC Point Path 

∆θ% ∆τ% ∆θ% ∆τ% ∆θ% ∆τ% 

DIR 185.7 6.4 185.7 6.4 185.7 6.4 

LR -9.1 4.2 -9.1 4.2 -9.1 4.2 “LV” 

RR 5.3 9.9 36.8 9.9 5.3 4.7 

DIR -23.7 7.0 -- -- -27.2 7.0 

LR -15.9 4.7 -- -- -19.7 4.7 “LH” 

RR -35.0 5.8 -- -- -8.0 5.8 

∆θ% = 100 [θmethod − mean(θexpected)]/ mean(θexpected) 
∆τ% = 100 [τmethod − mean(τexpected)]/ mean(τexpected) 

 
In both points, the couple of single reflected components 

arrived very close in time to the direct one, and since the 
nominal delay resolution was 5 ns, it was expected that those 
three components appeared at the same delay bin, or at most 
with a single delay bin difference, in the estimated space-time 
spectra. Moreover, it was expected that none of the methods 
would be able to resolve the direct component (DIR) from the 
one reflected on L wall (LR), especially beamforming. AOA 
beamforming resolution (at broadside direction – θ = 0o) was 
around 18o and 20o for “LH” and “LV”, since the arrays had 
12 and 11 elements, respectively. In fact, the results shown in 
Fig. 7 and Fig. 8 confirm that the DIR and LR paths have not 
been resolved, since only a single peak has been estimated 
within the angle range in which they were expected. The 
excessive relative AOA errors seen in Table III for the DIR 
component in both points are also related to that. 

It may be noticed in Figs. 7 and 8 (b) that the AOA dynamic 
range was low, around 10 dB only. Such relatively poor 
behavior may be due essentially to the inaccuracies of the 
adopted sounding procedure (in the AOA domain), which 
have already been mentioned in Section IV. Adding to that, 
non-parametric estimation (especially beamforming) 
inherently suffers from spectral leakage, i.e., undesired 
sidelobes are present along the spectrum. Clustering effects 
around the sounder, which have not been considered in the 
theoretical simulations, also affected the AOA sounding 
performance in a negative way. Nevertheless, AOA estimation 
performance was quite reasonable, as indicated in Table III 
(apart from the DIR path, already discussed).  

In the overall, MUSIC presented the best behavior, and the 
measurements at “LV” were the most accurate. This was 
actually expected, since MUSIC is known to provide better 
resolution than non-parametric methods. A price is paid in 
terms of numerical load, however, since it requires more 
iterations than its non-parametric counterparts. The best 
performance for the “LV” point was just a consequence of the 
asymmetric behavior regarding the array’s broadside 
direction, mentioned in Section IV. 

Regarding TDOA estimation, the adopted (TDOA) 
wideband sounder was actually expected to present good 
performance, since its calibration and processing schemes 

were based on previous successful surveys [27]. The relatively 
high dynamic range (DR) achieved for the PDPs (around 60 
dB) was another positive feature that reinforced that 
expectation. Such good behavior has been confirmed. As it 
can be seen in Table III, the relative error between the 
expected and measured TDOAs was less than 10% for all 
methods, in both points, what can be taken as a good result.  

C. OOS Condition 
The OOS condition analysis required computation of 

multiple reflection components. Even so, the direct component 
was also calculated for the “O” point, due to the weak 
obstruction expected there. Fig. 9 presents the space-time 
spectrum for point “O”, estimated in the AOA domain by 
beamforming. The main expected AOAs and TDOAs for that 
point are listed in Table IV. 

 

 
Fig. 9.  Beamforming estimated space-time spectrum in “O” point. 

 
TABLE IV 

COMPARISON BETWEEN THE MAIN EXPECTED VALUES AND THE ESTIMATED BY 
MEASUREMENTS IN “O” POINT 

Expected Beamforming Capon MUSIC Path 
θ (o) τ (ns) θ (o) τ (ns) θ (o) τ (ns) θ (o) τ (ns) 

DIR (*) -66\-61 82\95 -64 90 -61 90 -- -- 

BR (*) -58\-52 91\104 -50 95 -55 95 -54 100 

DR (*) 65\69 95\108 71 105 69 100 69 105 

BR+ 
DR 56\61 102\115 52 110 57 115 54 115 

CR+ 
BR+ 
DR 

44\51 119\135 48 120 42 135 50 120 

DIR – direct component  BR – reflection on B wall * – obstructed path 
DR – reflection on D wall  CR – reflection on C wall 

 
As Table IV points out, the estimation in point “O” could 

have been calculated even for the expected blocked 
propagation paths. Actually, as previously remarked, since the 
expected blockage was weak, those blocked components were 
strong enough to be sensed by the sounder. However, 
inaccuracy of the available geometrical data was the greatest 
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of the whole survey. Angle resolution, on the other hand, has 
not been a critical issue in this analysis. The array synthesized 
in point “O” had 21 elements, giving the best survey 
resolution (at broadside), less than 10o. Moreover, since the 
expected TDOAs of the main components were sufficiently 
distinct, that is, separated from each other by more than the 5 
ns nominal sounder delay resolution, each component was 
expected to be found at a distinct delay. 

The remaining two measurement sets have been carried out 
inside a classroom within Leme building, in PUC-Rio campus, 
as described in Section IV. Both arrays were synthesized with 
13 elements (16o resolution at broadside), and both were thus 
under OOS condition. However, the blockage condition for 
points “SV” and “SH” was not only more severe than the one 
analyzed in the previous site, but also qualitatively different 
regarding propagation behavior. For instance, the direct path 
was blocked by many thicker brick walls of the other rooms in 
between. Regarding reflections, it must be remarked that the 
room entrance aperture (0.9 m) was narrower than the one 
present in the mall (3.9 m), and the distance between Tx and 
Rx was also greater. As a result, reflected rays were only able 
to get into the room after many bounces along the corridor. 
The greater the number of reflections, the greater the 
corresponding attenuation imposed to the propagated signal. 
Moreover, in cases like this, the geometrical optics approach 
may not be adequate enough for propagation modeling, since 
diffraction may also be relevant. Though propagation theories 
such as Uniform Asymptotic Theory (UAT) [33] could be 
more adequate, the simplest reflection theory has been kept in 
the remaining analysis, with a little more flexibility to decide 
which theoretical rays would enter or not the room. 

Fig. 10 presents the space-time spectrum of point “SV”, 
estimated in the AOA domain by Capon, while Fig. 11 
presents the space-time spectrum of point “SH”, estimated in 
the AOA domain by MUSIC. The main expected AOAs and 
TDOAs are listed in Tables V and VI, for the “SV” and “SH” 
positions, respectively.  

A closer look at Tables V and VI points out to a less 
efficient estimation in point “SH” than in “SV”, since 
accuracy was better in the latter. Moreover, the number of 
“missing” estimated components was higher for “SH”. 
Actually, since the expected AOAs were closer to the 
broadside direction (0o) of its respective array configuration in 
“SV” point, once again the ULA asymmetry was responsible 
for the observed effect on the estimation performance.  

Table VII presents relative error performance among the 
three methods, for all OOS points. MUSIC and Capon 
performed almost alike, better than beamforming, as it can be 
noticed.   

 

 
Fig. 10.  Capon estimated space-time spectrum in “SV” point. 

 
TABLE V 

COMPARISON BETWEEN THE MAIN EXPECTED VALUES AND THE ESTIMATED BY 
MEASUREMENTS IN “SV” POINT 

Expected Beamforming Capon MUSIC Path 
θ (o) τ (ns) θ (o) τ (ns) θ (o) τ (ns) θ (o) τ (ns) 

C3R1 18\19 145 17 145 17 145 17 145 

C5R1 26 152/153 31 155 31 155 34 155 

C6R1 29\30 157/158 34 160 34 160 31 160 

C4R2 -21\-20 160 -25 160 -- -- -- -- 

C3R2 -17 156 -8 160 -11 160 -14 160 

CiRj  – i reflections along the corridor and j within the room. 

 
Fig. 11.  MUSIC estimated space-time spectrum in “SH” point. 

 
TABLE VI 

COMPARISON BETWEEN THE MAIN EXPECTED VALUES AND THE ESTIMATED BY 
MEASUREMENTS IN “SH” POINT 

Expected Beamforming Capon MUSIC Path 
θ (o) τ (ns) θ (o) τ (ns) θ (o) τ (ns) θ (o) τ (ns) 

C4R1 -67 149 -76 150 -76 150 -76 150 

C5R1 -64 153 -76 155 -73 155 -76 155 

C6R1 -60 156/158 -- -- -51 160 -45 160 

C3R2 73 159 -- -- -- -- 68 160 
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Expected Beamforming Capon MUSIC 

C4R2 69 160/162 59 165 62 170 59 165 

 
TABLE VII 

RELATIVE ERROR PERFORMANCE UNDER OOS (%) 

Beamforming Capon MUSIC Point Path 

∆θ% ∆τ% ∆θ% ∆τ% ∆θ% ∆τ% 

BR -9.1 -2.6 0.0 -2.6 -1.8 2.6 

DR 6.0 3.4 3.0 -1.5 3.0 3.4 “O” 
BR + 
DR -11.1 1.4 -2.6 6.0 -7.7 6.0 

C3R1 -8.1 0.0 -8.1 0.0 -8.1 0.0 

C5R1 19.2 1.6 19.2 1.6 30.8 1.6 “SV” 

C6R1 15,3 1,6 15,3 1,6 5,1 1,6 

C4R1 13.4 0.7 13.4 0.7 13.4 0.7 

C5R1 18.8 1.3 14.1 1.3 18.8 1.3 “SH” 

C6R1 -- -- -15,0 1,9 -25,0 1,9 

 

VII. CONCLUDING REMARKS 
This work addressed the use of a simple technique to carry 

out joint TDOA-AOA measurements, based on the use of a 
wideband channel sounder and on the application of the 
synthetic aperture principle. A survey has been carried out in 
order to validate that approach, working in the 1.8 GHz 
frequency band. The experiment took place at five different 
indoor locations/configurations, comprising both LOS and 
OOS conditions. The wideband sounder bandwidth was 200 
MHz, and a virtual ULA has been adopted. Three distinct 
AOA spectrum estimation methods have been tested: 
beamforming, Capon and MUSIC.  

Comparison between expected values, calculated from 
simple propagation analysis, and measurements has been 
adopted to validate the sounder. In the overall, good 
agreement has been observed. TDOA estimation performance 
was expected to be good, since the sounder was able to 
achieve high TDOA resolution (5 ns nominal - almost 9 ns 
after windowing) and high dynamic range (60 dB). In fact, the 
relative errors were low, always within 10%.  

AOA estimation performance, on the other hand, was not 
expected to be that good. After all, a relatively small number 
of virtual elements was chosen (11 to 21), leading to low 
AOA resolution (20o to 10o, respectively, at most, considering 
beamforming). Adding to that, the inherent inaccuracies of the 
array synthesis in the present work, and some undesirable 
propagation conditions around the sounder (especially 
clustering) also affected the AOA sounding performance 
negatively. Even so, apart from a special case in which two 
propagation components had almost the same AOA, the 
sounding performance was quite reasonable, with relative 
errors below 35%, even under OOS. Regarding the AOA 
estimation algorithm, MUSIC has presented the best behavior 
under LOS condition, while Capon and MUSIC presented the 

smallest errors under OOS. Despite having presented the best 
performance, MUSIC requires more computational resources 
than the other two tested algorithms. 

Comparing the present analysis with related works, it is 
clear that, if it is possible to add more hardware and software 
complexity to the sounder, optimal performance may be 
achieved. Basically, the main improvements should be: the use 
of planar arrays with as many elements as possible; and 
choosing more sophisticated spectrum estimation algorithms. 
True joint space-time spectrum estimation may be achieved 
with ML-based algorithms, like SAGE [24] and its variations. 
If an approach similar to the one adopted in the present work 
is preferred, another sub-optimal AOA estimation method 
commonly used is ESPRIT (Estimation of Signal Parameters 
via Rotational Invariance Techniques), which is claimed to 
perform better than MUSIC [6]. Regarding the assessment 
methodology, full ray-tracing algorithms, including diffracted 
and refracted rays, may bring more confidence to the analysis. 
Nevertheless, despite the simplicity, a reasonable performance 
has been achieved in the present work, thus validating the 
adopted TDOA-AOA sounding approach. 
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