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Abstract - After the initial interest caused by the 
appearance of turbo codes in 1993. special attention on the 
implementation has Jed to their adoption in some of the 
most important 3G standards. However. future broadband 
systems (with data rates up to 155 Mbis) still require a 
better speed/latency/power performance than those found in 
current implementations. This paper discusses several 
design aspects of a broadband. low-power turbo codec 
owning features that enable its application in the incoming 
decade systems. The presented ideas were applied to an 80 
Mb/s, 2 nJ/bit turbo codec core with latency smaller than 
10ms. This flexible architecture allows re-scaling towards 
faster low power implementations (beyond I Gb/s). 
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Resumo - Ap6s 0 interesse inicial causado pelo 
surgimento dos c6digos turbo em 1993. uma atencao 
especial para a implernentacao levou a sua utilizacao em 
alguns dos mais importantes padroes 3G. Entretanto. os 
futuros sistemas de faixa larga (com taxas de dados de ate 
155 Mb/s) requerem um desempenho de 
velocidade/latencia/potencia ainda melhor do que aquele 
encontrado nas atuais implementacoes. Esse artigo discute 
diversos aspectos de projeto de um codec turbo de baixa 
potencia cujas caracteristicas possibilitam a sua aplicacao 
nos sistemas da proxima decada, As ideias apresentadas 
foram aplicadas a urn codec turbo operando a 80 Mb/s e 
2nJ/bit com latencia menor do que lOms. Essa arquitetura 
Hexivel permite reescalonamento. na direcao de se ter 
implernentacoes de mais baixa poiencia e mais rapidas 
(acima de I Gb/s). 

Palavras-chave: C6digos turbo, VLSL baixa potencia, 
faixa larga. 

1. INTRODUCTION 

Berrou, Glavieux and Thitmajshima showed in 1993 [I J for 
the first time a feasible channel coding scheme that 
managed to get within 1 dB from the channel capacity. The 
so-called turbo codes resulted from the combination of 
ideas already known by the coding community: 
convolutional codes. interleaving. and concatenation. These 
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were combined using soft-input and soft-output iterative 
decoding in order to achieve the highest coding gains ever 
seen. However, turbo codes BER performance was 
shadowed by the high complexity of the decoding 
algorithm. allied to its low throughput and high latency. 
Several steps towards an efficient implementation have 
resulted in turbo decoding architectures that reach 10 Mb/s 
with reasonable power and latency [2J[3]. The possibility of 
using turbo codes in real systems has triggered the interest 
of standardization bodies. A major landmark was the 
adoption of turbo codes as one of the IMT-2000 channel 
coding standards for third generation (3G) mobile 
communications systems. known as UMTS in Europe [4]. It 
was followed by the approval of turbo codes as the major 
coding scheme in : the interactive channel for European 
digital video broadcasting (DVB-RCS) [5J[6J and in the 
CCSDS standard for telemetry in space research missions 
[7]. 
On the other hand, broadband applications like Wireless 
Local Area Networks (WLANs) defined in the IEEE 802.11 
and Hiperlan2 [8J[9J standards. with data rates up to 54 
Mb/s, OFDM transmission and low latency did not adopt 
turbo coding. WLANs rely on high-order mapping 
constellations (l6-QAM and 64-QAM) to achieve the 
desired data rate when the channel conditions allow it. Our 
research on turbo coding was driven by the belief that using 
a more powerful coding scheme would enable 64-QAl'v1 
transmission most of the time, thus increasing the overall 
transmission efficiency. We aimed at optimizing turbo 
coding implementations as defined in 3G standards towards 
specifications that met broadband wireless communications. 
The main goal was to implement a turbo coding 
demonstrator on silicon that could be used in future 4G 
standards. Although some of the parameters (e.g. block 
size) were defined based on the Hiperlan2 standard, the 
final architecture showed to be very flexible and easily 
reconfigurable [31]. 
Starting with a thorough algorithm exploration that defined 
the best turbo coding scheme combined with the best set of 
parameters, we carried on with architecture exploration and 
optimization based on a systematic data transfer and storage 
exploration [l0]. Considering that the decoding algorithm is 
dominated by data transfers as will be shown later, special 
attention was given to the memory organization and 
scheduling. Throughout the design, algorithmic issues were 
tackled together with architectural issues, based on the 
paradigm that major gains in the final implementation are 
obtained in the earliest steps. As an example, a special 
interleaver was conceived where good spreading properties 
were combined with a structure suitable for parallel VLSI 
implementation. 
The result was a high-speed. low-power. easily 

reconfigurable VLSI architecture for turbo encoding and 

decoding that was mapped into a 0.18~1l11 turbo codec ASIC 
(Applied Specific Integrated Circuit). This paper presents 
an overview of the turbo decoder architecture and a detailed 
insight into some of the design issues that had to be tackled 
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in order to meet the requirements described above. Section 
1 is this 1ntroduction. Section :2 introduces the adopted 
turbo coding scheme with some details of the decoding 
algorithm. Section 3 presents the algorithmic exploration 
that was carried out in the early steps of the design in order 
to compare the BER (Bit Error Rate) performance of the 
adopted scheme with other possibilities (namely 
convolutional codes and block turbo codes). Section 4 
oresents the design methodology and final architecture. 
Section 5 details our solution regarding two major design 
issues: interleaving between decoding modules and trellis 
termination. Section 6 presents an optimized turbo decoding 
schedule that supports full-speed data transfer between 
decoding modules. Section 7 presents results regarding 
speed, area and power of the implemented AS1C. Section 8 
presents our conclusions and future work. 
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Figure 1. General turbo coding scheme. 

2. ADOPTED TURBO CODING SCHEME 

Turbo coding as presented in [I J is the short name for 
parallel concatenated convolutional coding (PCCC). The 
encoding stage consists of two constituent convolutional 
encoders operating in parallel. C1 and C2 as shown in 
Figure 1. C1 encodes a direct version of the information. 
while C2 encodes a permuted version, which is obtained 

through an interleaver IT. In our implementation. we used 
the same 8-state encoders as defined in the UMTS standard 
[4]. Encoded bit streams c1 and c2 are transmitted through 
the channel together with a copy s of the original 
information (the systematic information), Therefore the 
overall code rate is kin = 1/3. and the encoder outputs 
should. normally be punctured when higher rates are 
necessary. 
In the receiver side, probabilities (soft inputs) for systematic 
information Y, and coded information .1'11' are fed into 
decoder D 1. which provides extrinsic information (a 
refinement of Y,) to decoder D2 (first half-iteration). D2 
uses this extrinsic information, the probabilities for coded 
information r'n and an interleaved version 01')1, in order to 
provide extrinsic information back to D1 (second half­
iteration). A deinterleaver IT-I between D 1 and D2 returns 
the sequences to their original order. We adopted the SlS0 
(soft-input, soft-output) max-log MAP (Maximum a 
Posteriori) algorithm as decoding algorithm [11J[12]. 11 
produces extrinsic information based on state metrics CJ. and 
p that are calculated in forward and backward recursions 

over the received block using branch metrics '( based on the 

channel values. Throughout successi ve iterations. the 
receix ed information is continuouslv refined towards a final 
solution. State and branch metrics are calculated as shown 
in equations (1). (2) and (3): 

a t: (m) = Pr (5 k = 177.R I 
k 

} (1) 

R . ) - P ·.IR v I 5 - \fJk (m - II I_I I - 177J (2) 

Yk(m.m')=Pr{Sk =m.RIISk_1 =m'} (3) 

Where: 
• CJ.,( m) is the forward state metric at time instant k for state
 
51 = m (the probability of being in state m at tim, instant k)
 
given the received symbol sequence R/, from the beginning
 
of the frame until time instant k.
 

• PI(m) is the backward state metric at time instant k for
 
state 51 = m given the received symbol sequence R k- I \' from
 
the end until time instant k+1.
 
• '/1(171) is the branch metric between states 51 = 171 and 51-1 =
 

171' given the received symbol R I at time instant k .
 
Figure 2 illustrates the symbols used in (1), (2) and (3)
 
using a 4-state (an encoder with constraint length K=2)
 
trellis representation.
 

Figure 2. Metrics of the MAP decoding algorithm. 

The branch metrics can be split into '1'( solid line) and 
'G'(dashed line) transitions according to the trellis. On top 
of that. each one of those '1' and '0' branches can be split 
into systematic. parity and a priori components [12J as 
shown in equations (4) and (5): 

/1(/l1IIi)=;iy'1 10; =1). lX.1-";, la;, =1.5; =11\.5;,_] =/11). rl..5; =77115;,_1 =/11) 

(4) 

(mill) =IXY', 1cf;, =0) . [1.,.\"', (I; =0,5, =171,5,_1 =771) . [1.,0. =11110,_1 =771) 

(5 ) 
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The first term in equations (4) and (5) represents the 
systematic soft-input information on uncoded bits received 
through the channel: the second tenn represents soft-input 
information on coded bits: the third terrn represents a priori 
information on the state transitions. The a priori component 
is set to zero in the first half-iteration and becomes an actual 
contribution after that. being replaced by the extrinsic 
information provided by each decoding stage. 
From the Figure it is possible to infer that the APP (A 
Posteriori Probohilitvi of decoded bit d, is based on the 
observation of the whole trellis: the combination of metrics 
computed leftwards and rightwards of time instant kprovide 
an optimal solution for branch and state probabilities at that 
time instant. The log-likelihood ratio for bit d, is the log­
ratio between state/branch metrics that correspond to ' 1' 
transitions in the trellis and state/branch metrics that 
correspond to '0' transitions in the trellis. as show in 

equation (6). Hence. the sign of A(dAl indicates the hard­
decision (' I' for positive and '0' for negative) and the 

magnitude indicates the reliability of this decision, A(dd is 
also called the soft-output of the MAP decoder. 

LLa;-i tin' ):r I k (m, nt' l,P k (m) 

A(d,)=loCJ n m (6) 
, ",",,", . ') {J ( ') n . )L.L.a;-I(1Il .y ; 111,111 '~k(1Il 

II! m 

Splitting the branch metrics as shown in equations (4) and 
(5). this log-likelihood ratio can be factorized as shown in 
equation (7). The systematic information tenn in the branch 
metric '(;(m) is independent of the encoder states nt and III' 

and therefore can be separated from the summation: 

pU'j' I d. = 1)
A ( d) = 1Ocr ' • +
 

k c- P(Yk' I d, = 0)
 

IIa k - 1(m').y I k (v,", m./71''I.~k (m) 
log-IJ-'_m' (7) 

~ I Ia;-1 (171' ).y 0; (y/ ,17l.117').~! (/71) 

The first term represents the received information about 
uncoded bits and the second term represents the extrinsic 
information that will feed the iterative process, extracted 
from an average procedure done over all possible state 
transitions. 
The use of logarithmic calculations allows great 
simplification of the MAP algorithm. since multiplications 
are tumed into additions and the ratio in equation (6) is 
tumed into a subtraction. Moreover. an extra simplification 
is possible when using the most probable states in every 
transition instead of averaging over all possible ones 
(Figure 3). This yields the log-max MAP algorithm, much 
less complex than the original one with small effect on the 
coding gain [12]. Simplified state metrics obtained using 
the log-max approach are denoted by a' and P' in Figure 3, 
Using the most probable states implies in pruning less 
probable branches as it is done in the ACS iAdd-Colllpare­
Select) computations of the Viterbi algorithm [28]. 

However. not only the best path is considered in the 
decision about the decoded bit. Since a ratio between '0' 
and '1' transitions is used, soft-output is generated instead. 
The decoding modules of the turbo decoder are referred to 
as SISO modules (SojT-input Soft-outputs. since they receive 
at the input a hard-decision plus a measure of the reliability 
of that decision and amplify this reliability. The analysis of 
the equations depicted in Figure 3 shows that the high 
computational complexity of the log-max MAP algorithm 
comes from the high number of operations instead of the 
complexity of the operations themselves. Indeed. only 
simple maximum operations and additions are needed. 
Figure 4 shows a schematic representation of a simple 
implementation of the log-max MAP algorithm, In the 
Figure, dashed lines represent a recursions and solid lines 
represent p recursions plus A(dk) calculations. The 
horizontal axis represents the time, where T is the total 
latency of the algorithm. The vertical axis represents the 
space. where N is the size of one block. The total state 
metrics storage is represented by the area of the triangle 

with base T and height N. For instance, ao should be stored 
from the beginning of the a recursion until the end of the p 
recursion in order to provide the correspondent A(do). 

rii;im,'~ Inl 
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Figure 3. The log-max-MAP decoding algorithm. 

3. BER PERFORMANCE ANALYSIS 

The adopted turbo coding scheme was compared to other 
kinds of coding schemes, namely a simple K = 7 
convolutional code and block turbo codes (from now on 
referred to as SCBCs, Seriallv Concatenated Block Codes) 
based on the Fang-Buda algorithm [20]. SCBCs. a variation 
of product codes. were introduced by Pyndiah et al, [19] as 
an alternati ve to convolutional turbo codes (from now on 

. referred to as PCCCs. Parallel Concatenated Convolutional 
Codes) Based on the concatenation of Hamming codes [29] 
or BCH codes [30J. they tend to achieve better performance 
than PCCCs for higher code rates. since no puncturing is 
needed. 
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Figure 4. Schematic representation of the log-max l\lAP 
algorithm. 

Figures 5. 6 and 7 show simulation results for PCCCs and 
simple convolutional codes for the A WG:\ channel and an 
OFDM indoor propagation channel as specified in the 
Hiperlan? standard. For the turbo code scheme. the choice 
of the block size is very important mainly due to the 
influence of the interleaver in the coding performance. 
Choosing N== 288 was a good trade-off between interleaver 
size and latency requirements « IOus in Hiperlan? and 
IEEES02.lla). Due to the relatively small block size. the 
gain in performance of turbo codes is only 1.4 dB for 6 
iterations and BPSK modulation in an A \VGN channel 
(Figure 5). This difference increases when analyzing the 
curve for 64-QAM modulated transmission. In this case the 
PCCC scheme is 3.5 dB better than the convolutional 
scheme (Figure 6). 
For the coded indoor OFDM case. the meaningful 
information is the packet error rate (PER in Figure 7). 

which indicates the retransmission rate for the wireless 
network. In our model 50 coded frames containing 576 bits 
(2 OFDM symbols) were combined into one single packet 
of 28800 bits. The acceptable packet error rate for the 
existing standards is I O~O. achievable with an Eb/NO of 22.5 
dB for the turbo code case and 26.9 dB for the 
:onvoIutional code case and 64-QAM (4.4 dB gain for 
.= CCCs when compared to simple convolutional codes). 
~igures Sand 9 compare the performances of PCCCs. 
SCBCs and convolutional codes for a Gaussian channel and 
~:L,bile channels respectively [22]. In the Gaussian case 
almost no difference was noticed between PCCCs and 
SCBCs tor the target BER (10'°). The influence of the block 
size (in the example. I and 2 ATM. Asvnchronous Transfer 
Mode. cells) was also the same in both schemes. A Rayleigh 
channel was simulated for a terminal moving at 100 krn/h 
without LOS (Line-of-Sight) with the transmitter: a Ricean 
channel was also simulated, for the same speed and LOS 
(typical mobile outdoor satellite reception case). SCBCs 
performed better than PCCCs in the Rayleigh case. while 
almost no difference was noticed in the Ricean case. Further 
analysis showed that the performance of PCCCs in 
Rayleigh channels can be improved by providing the 
appropriate channel values to the log-max MAP algorithm 
[13]. Few conclusions could be taken from the simulations 
regarding the choice for a scheme to be implemented. The 
final decision was based on implementation issues as will 
be seen in the next section. 

Figure 5. BER performance of PCCCs and convolutional 
codes in A WGN channel, BPSK. N==288. 

to 

Figure 6. BER performance ofPCCCs and convolutional 
codes in A WG:-" channel. 64-QAM. N==288. 

t\~~_. 
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Figure 7. PER performance of turbo and convolutional 
codes in indoor channeL 64-QAM. 01==288. 
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Figure 9. BER performance of SCBCs and PCCCs in 
mobile channels. BPSK. 

4. DESIGN METHODOLOGY AND 
ARCHITECTURE DEFINITION 

In order to achieve throughputs of hundreds of Mb/s, 
decoding modules Dl and D2 (see Figure I) should be 
paralleled, what was done in our case using a windowed 
approach [14J[15J[16J. On top of that. breaking the speed 
bottleneck inside the decoding modules was combined with 
designing a special interleaver that took into account 
maximizing the data transfer rate between the decoder and 
the storage elements. Finally. a special memory hierarchy 
was introduced. increasing locality and minimizing the 
number of accesses. 
The first step of the design was the high-level definition of 
the main algorithmic parameters. BER performance 
simulations were done using a model developed in C and 
Matlab®. Part of the results were already shown in section 
3. Random bit generation. channel simulator. mapping and 
demapping were implemented using i'vlatlab® functions. 
while modules to be implemented in VLSI were modeled 
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using C. The interface was implemented using the 
Mathwork's MEX® compiler. Such a simulator proved to 
be a fast way to simulate BERs down to IO·~ (with a 
throughput of 4 Kb/s on a PentiumIII/Linux machine). 
PCCCs were chosen as the best coding scheme to be further 
optimized and transferred into silicon due to its more 
regular decoding algorithm and larger flexibility. Based on 
simulations and architecture complexity estimations 
[22J[23]. we chose block sizes ranging from 32 to 432 
(corresponding to 2 OfDM symbols in the Hiperlan2 
standard) with code rates 1/3,1/2,2/3 and 3/4 obtained via 
puncturing. 
The second step was to optimize the C description of the 
SISO decoder using a systematic data transfer and storage 
exploration (DTSE) methodology [IOJ[15J[24]. It consisted 
first of global data-flow transformations. where data 
transfer operations were highlighted and ordered. Then 
global loop transformations were applied, where the 
inherent recursion of the MAP algorithm was broken and 
paralleled. This included the definition of the windowed 
architecture and of parameters as window size and optimal 
number of windows according to block size [22J[23J[24]. 
Using windows to parallelize the recursion shown in figure 
4 involved defining which finite extensions of dashed and 
solid lines would be processed by which parallel processors. 
As shown in Figure 10, normally dummy values should be 
used to initialize the recursion at arbitrary points. In our 
case. dummy values could be avoided by initializing the 
parallel recursions with metrics from the previous iteration 
(Nil. Next Iteration Initializations (Figure II) [32J. 
Independent small pieces of the MAP recursions were 
named windows: the combination of windows were called 
workers. The combination of workers interchanging metric 
information constituted the parallel MAP. The scheme 
shown in Figure 10 is referred to as double-flow because 
there is extrinsic information production either in forward 
or backward directions. 
After the definition of the windowed scheme, a 2-level 
memory hierarchy was introduced. It contained one 
intrinsic/extrinsic static RA.M memory (corresponding to 
the interleaver storage modules A, B, C and D to be 
described in the next section), 2 branch metrics memories 
(to store systematic and coded information coming from the 
channel) and a 2-1evel register file for the storage of state 
and branch metrics a. ~ and y. The first level stores metrics 
that have to be kept throughout the whole recursion, while 
the second level stores metrics to be used in the immediate 
next step of the recursion. The parallel MAP with 
intrinsic/extrinsic/channel (soft-values) memories is shown 
in figure 12. The memory hierarachy scheme is depicted in 
figure 13 [24J. 
This architecture was modeled using a low-level C 
description that reflected all elements that would actually be 
present in the VLSI implementation. We used this 
description together with the OCAPI library [25J, which 
made possible to emulate fixed-point data-flow behavior at 
C level. to do implementation loss analysis and to generate 
data for VHDL testbenches. The last step of the design was 
to build the RTL- VHDL description for the turbo codec. 
Testing this VHDL was made easier by the exact 
correspondence between the RTL model and the data-flow 
OCAPI model. 
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elements and associated memory elements. 
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5.	 INTERLEAVER DESIGN AND TRELLIS 
TERMINATION 

5.1	 COLLISION-FREE INTERLEAVER 
DESIGN 

The BIR performance of turbo coding depends greatly on 
the choice of the interleaver. Interleaving introduces the 
random component necessary for good coding schemes, as 
stated by the principles of information theory [33]. 
Although a lot of research has been carried out regarding 
design of good interleavers. the problem of integrating them 
into the decoding implementation IS not normally 
considered because it does not represent a special problem 
for non-parallel decoders. However. in the specific case of 
paralleled MAP decoders. some regularity in the interleaver 
is necessary in order to avoid conflicts when accessing the 
storage elements between two decoding half-iterations. 
Considering single-port memories. which consume less 
power and are smaller than multi-port memories. maximum 
throughput is achieved when there are as many storage 
elements as parallel processors. In order to reach this 
maximum. we also have to guarantee that every storage 
element is being accessed just once every cycle. This is 
illustrated in Figure 14. At time instant t = O. four parallel 
windows WOo \V1. W2 and W3 get values from the 
extrinsic-intrinsic memories A B. C and D. After one 
decoding pass. at time t = I (where I is the time necessary 
to produce the first extrinsic information). WOo WI, W2 and 
\V3 have to store four extrinsic values into the same 
extrinsic/intrinsic memory. In which modules (A. B. C, or 
D) these values will be stored depends on the permutation 7T 

introduced by the interleaver. In a random pattern or in a 
pattern not constrained by the parallel structure of the 
decoder. it is possible that !I\'O or more extrinsic values 
have to be stored into the same storage module at time I (in 
the example. windows \VO and W 1 try to store their 
extrinsic output in C). Whenever such a collision occurs, 
the corresponding windows have to wait at least one cycle 
more before being able to store the information. It becomes 
clear from the previous explanation that some regularity 
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should be introduced in the interleaving pattern in order to 
avoid collisions. 
We developed a systematic \\'ay to generate collision-free 
interleavers [17J that still keep good BER performance. An 
example is shown in Figure] 5 for N = 16 and TV = 4 (where 
N is the interleaver size and Ir is the window size). 
The first step consists in writing the elements of a linear 
table with N elements row by row in a 2-dimensional matrix 
M. with dimensions (NIW) x W. Because the row size is the 
same as the window size. when reading these elements 
column by column as in a basic block interleaver the result 
will be a collision-full interleaver. IL means that all extrinsic 
information produced by the MAP windows at a certain 
time instant t will be stored into the same memory element. 
Such regularity can be exploited in order to get a collision­
free pattern if progressive cyclic shifts are applied to every 
colunm in M: 0 positions for the first column, one position 
for the second column and so on. until rNIW)-l positions in 
the last column. 

G~1 IJr\ IJA "r'r.:'AP \ ~ 2m~"~AP 

G1,~WJAP MI2n:~API
 
t = 0 ............
 

W2 

/~
I 

1st MAP 2nd filAP 

rt=U 

Gr­W3 
o 1st MAP 2nd MAP 

Figura 14. Representation of a collision when accessing 
storing elements in the MAP parallel decoder architecture. 
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Figura 15. Collision-free interleaver generation from 
matrix 1\1. 
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Figure 16. Comparison between collision-free interleaver 
and UMTS interleaver for N=432. k/n=1!3, BPSK. 

Such a regular pattern has a poor BER performance (Figure 
15 shows that the first position is not even permuted). 
Nevertheless. all elements in each row in matrix M belong 
to the same window. therefore the collision-free property is 
not lost if any intra-row permutation is applied. Moreover. 
the order in which cyclic shifts are applied in every column 
is not important. provided that two different rows are 
shifted by a different number of positions. This implies that 
the collision-free property is not lost if any inter-row 
permutation is applied. Such freedom can be exploited in 
order to design interleavers that have good spreading 
properties and also can mask the expected loss when using 
non-terminated encoders by avoiding edge effects [18]. In 
our implementation. we applied the same inter-row 
permutation as in the UMTS interleaver and a random-like 
intra-row permutation that mapped the last elements in the 
permutation table as far as possible to the last positions. The 
result was a collision-free interleaver with BER 
performance roughly the same as the UMTS interleaver. On 
top of that. the effect of using no termination was 
overcome. Collision-free interleavers as the one in Figure 
15. where .IV and TV are multiples can be easily generated 
with on-the-fly address generators based on additions and 
modulo operations using as parameters the interleaver size 
and the window size. In our implementation, the existence 
of a large number of interleaver sizes (determined by the 
Hiperlanz standard) with different relations between Nand 
TV led to a more careful study on the differents ways to 
implement the permutation table [17J[34]. 
Figure 16 shows simulation results comparing the collision­
free interleaver with an UMTS interleaver. Almost no 
difference can be noticed for the BER performance, while 
the collision-free slightly outperforms the UMTS for the 
FER (Frame Error Rate) performance. 

5.2 AVOIDING TRELLIS TERMINATION 

The CMTS standard adopted a rather complicated double­
termination scheme that results in 6 tail positions appended 
to the information block to be encoded. Our interleaver 
intra-row and inter-row permutations took into account a 
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non-terminated scheme by minimizing the correlation 
between extrinsic values produced at the end of the block 
jy the two decoding modules. In other words. mapping 
positions at the end of the block as far as possible during 
interleaving garantees that .good quality' extrinsic values 
(those not affected by a non-terminated trellis) will be used 
in the decoding process to improve the quality of extrinsic 
values closer to the end. 
In the SNR calculation for the simulation comparing the 
double terminated and the non-terminated scheme (Figure 
17), a correction factor was applied in order to take into 
account the effect of introducing tail bits into the 
information to be transmitted. Both effects (special 
interleaver design and correction factor) shrank the 
difference between the three curves (a single termination 
simulation was also added for comparison) in Figure 17 and 
thus justified the adoption of no termination in our 
demonstrator. 

: -
: ....... ' ":~,,,,~;," 

..... 

',c tuc-"ck­
t'X·"",:.:'l:!>::',;-: 

cl~;J.;:kt·:-;:>':::mt::<r: . 

figure 17. Comparison between no termination, single 
and double termination for"N=432. krr- l-S. BPSK. 

6. PARALLEL TURBO DECODING 
SCHEDULE 

.n the previous section, we discussed the collision problem 
vhen interleaving output data from the MAP windows. 

-Iowever, in a general turbo decoding scheme as the one 
.iepicted in the top part of Figure I S. avoiding collisions in 

.he interleaving step IT does not guarantee a collision-free 
oehavior in the deinterleaving step IT'1, In the showed 
example. a dotted line indicates a data transfer occurring at 
time instant [ = 0: a dashed line indicates a data transfer 
occurring at time t = I: a solid line indicates a data transfer 
occurring at time t = 2. Whenever there are two arrows of 
the same kind aniving at the same storage element (A, B, C 
or D) there is a collision when writing data. Whenever there 

are two arrows of the same kind leaving the same storage 
element there is a collision when reading. In the parallel 
decoding schedule shown above. interleaving and 
deinterleaving operations are done when writing into the 
storage elements. In this scheme, an extrinsic value will not 
necessarily be stored in the same position from where its 
correspondent intrinsic value was read after one decoding 
step. The consequence of this fact is that, although being IT 

collision-free. there are 2 collisions in IT'l (in memory 
elements Band D). 
\V e propose a novel decoding schedule in which a collision­
free interleax ing results in a collision-free deinterleaving 
(Figure 19 l. In the first half-iteration intrinsic values are 
read linearly from the storage elements and the 
correspondent extrinsic values are stored linearly in the 
correspondent position. In the second half-iteration intrinsic 
values are read in interleaved order and extrinsic values are 
stored in de interleaved order. This implicates in storing 
extrinsic values into the same position as their 
correspondent intrinsic values. thus guaranteeing collision­
free deinterleaving if the interleaving is collision-free. 

Figure 18. Typical parallel turbo decoding schedule. 

Figure 19. Optimized parallel turbo decoding schedule. 
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6. ADAPTIVE NUMBER OF ITERATIONS 

The fixed-point implementation of the MAP allows using 
the amplitude of the log-likelihood ratio (LLR) (sec 
equation 6) information measured at the output of each half­
iteration in order to stop the turbo decoding iterations 
according to the measured quality of the process. With 
negligible loss in BER performance. this method can reduce 
the number of iterations and consequently the power 
consumption of the turbo decoder in more than 50 0'0 when 
compared to the full number of iterations. The main idea of 
this criterion is to compare the magnitude of the LLR values 
produced by thc MAP with a threshold. The larger the 
LLR's. the larger will be the probability of correct decoding. 
Therefore. the LLR threshold can be set in order to achieve 
a pre-defined frame enol' rate (FER) after a certain number 
of iterations (smaller or equal to a fixed maximum number 
set externally). This relation allows tuning the quality of 
service (QoS) in order to fit the user requir ements with 
minima l energy. 

7. RESULTS 

We have implemented a turbo codec ASIC based on the 
propose d architecture [26]. VHDL code was written to 
model at RTL level the functionality of the encoder and 
turbo-decoder. This HDL code was verifie d and tested 
using test pattern and expected values directly generated 
with the OCAPI data flow model. which was used as design 
reference (see section 4). The gate level netlist was 
synthesized using the U vlC 0 . 18 ~1l11 technology. The 
critical path, located in the state metrics calculation 
datapath that cannot be pipe lined. has been evaluated to be 
lower than 5.85 ns, enabling 170.9 NIHz clock. Table I 
shows genera l features of the turbo codec core obtained 
with the Design Compiler"> tool from Synopsys''>', Figure 
20 shows the eletromiography of the processed ASIC. 
highlighting the parallel structure of datapath and memory 
elements. The BER perform ance of the processed turbo 
codec is shown in Figure 2 1. This analysis was made based 
on a board containing a AWG); channel. modu lation and 
demodulation (soft-input generation hom received 
symbols) built on a FPC;A (Figure 22). The IC host and 
microprocessor interfaces are connected to a PC via a PCI 
bus. Data transfers in the board were implemented using 
FIFOs (also implemented 0 11 the FPGA). Host software 
determined the effective throughput and the actual BER 
perform ance shown. The complete evaluation setup 
description can be found in [27]. 

TAB LE I
 
SYNTHESIZED CORE MAIN CHARACTERISTICS
 

...................[.r.!. ~~. _~~.~.~~__f.·!:. ~.9.~!!1_~~~. ___ 170.9 1\'1 Hz 
max throughput gO.7 Mbps 

lat ency < 10 us 
number of gates 373 K 

act ive ar ~a 7. 16 mm 
total die size 14.7 mm 
S RAl\l size 66 two-port (36 kbi!L 

Table 2 shows measured results concerning coding gain, 
throughput and decoding energy. The energy consumption 
was measured by probing the current at the 1.8V core 
power supply. The coding gain at HER 10-' ranges from 5.5 
to 8.25 dB. 11 is possible to see that the decoding energy P CI 

block increases with the size of the block. On the other 
hand, the decoding energy per bit remains roughly constant. 
proving the modularity of the proposed architecture. The 
actual throughput is a bit smaller than the one evaluatec 
using the layout before processing. due to physical 
limitations imposed by the board. The decoding energ) 
consumption is shown in Figure 23 as a function of the 
channel signal to noise ratio. demonstrating the effect of the 
early stop criterion (see section 6). The decoding energy te 
reach a BER of 10-' is in all cases lower than 10 nJ/bit. 

Figure 20. Eletromiography of the processed core 
showing the turbo codec main building blocks. 
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9.	 CONCLUSIONS AND FUTURE 
WORK 

Thi s pap er aimed mainl y at describing so me solutions tha t 
can he adopted in turbo decoders in orde r to make them 
suitab le for future 4G system s. namely a parallel 
interleaver, an optimized parallel decoder schedule. no 
termination and adapt ive number of iterations. These 
soluti on s combined with a sys tem atic data transfe r and 
storage exploration made possible designing a high 
throu ghput. low power architec ture mapped into a turb o 
cod ec ASIC The resulting architecture based on parallel 
windows can be easily tuned to different app lications [31]. 
Th e presented tur bo codec proves that it is po ssible tl ha ve 
turb o coding with low latency. low power and high -spee d . 
As future research wo rk. two main branches could be 
tackled . Firstly a compa rative ana lysis between LDPC 
cod es [35J decod ed iteratively and convo lutiona l turbo 
codes regarding codi ng performance (a commo n research 
topic nowadays ) and specially implementation cos t (which 
has not been thoroughly studied). Sec ondly the 
development of a recon figurab le plat form (using . for 
instance . FPG As) that would he able to sw itch between 
different target thro ug hputs. P()\\W consump tion and block 
size s on the fly. using comp letely the adaptive 
characteristics of the described architecture. 

02 3 4 
Eb/N o (dB) 

Figure 2 1. Measured BER performance. 
8 

Figure 22 The turbo codec ASI C (nick -named 'T@ rvlPO' 
-:- urho @ Minimum Power) inserted on the test hoard. 
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TABLE 2 
ASIC MEASURED RESULTS-

block net coding data average 
size gain (if: throughput number of 

BER=10-6 (mbps) iterations ({i 
(kin ~ 1/3) BER=lO~6 _....~ 

64 5.5 11.9 31 
96 6.25 17.9 34 

.... 1128 6 23.6 .J~ 

192 7.75 35.8 4 
288 8.25 53.8 4.31 
384 8 71.7 4.43 
432 75.6 

block decoding energy decoding energy 
size per block (flJ) per bit (nJ) 

64 0.58 9 
96 0.89 9.1 

]28 0.98 8.7 
192 2.5 9.8 
288 2.67 9.28 
384 3.27 9.7 
4· '1.J..;.. 
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