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Abstract
.
 - This paper presents statistical models for some 

of the most important features used to classify audio signals 
into musical genres. The genres used here are selected 
according to a given taxonomy. The features are computed 
for each genre using the signals from a dataset and the 
results are grouped into histograms. Each proposed 
statistical model consists of an estimated Probability 
Density Function (PDF), optimized to best fit a determined 
histogram and the optimization criterion is the minimization 
of the Mean Square Error (MSE). Finally, the paper 
discusses how these models can be applied to classify audio 
signals into genres. 

Keywords: audio signal classification, probability density 

function, feature extraction.  

1. INTRODUCTION 

In the last fifteen years, the human-music relationship 
has changed dramatically. The development of the first 
perceptual audio coders made possible to store large sets of 
music with relatively low memory requirements. At the 
same time, Internet has become available worldwide, 
making it possible to quickly exchange data and 
information. As such technologies evolve, the digitally 
available audio sets have developed into huge continuously 
growing databases. 

In this context, the development of tools able to 
manipulate large audio datasets in a simple and fast way 
becomes essential. One of the most promising of such tools 
is the Automatic Audio Genre Classification (AAGC). The 
AAGC consists in the extraction of features capable to 
provide as much relevant information about the audio 
signals as possible, and in using such features to classify the 
signals according to a given taxonomy.  

The first relevant works in audio classification were 
published in 1996 [1, 2]. Since then, several advances were 
achieved, but suitable results have only been reached for 
very restrict and specific applications. Researches aiming 
more general and robust classifiers have faced many 
difficulties. In such cases, the ratio of correct classifications 
rarely goes beyond 60% [3]. The difficulty to determine 
well-defined boundaries for the audio genres seems to be 
among the most important reasons for those relatively poor 
results [4]. 

This work presents a statistical study of some commonly 
used audio features, aiming to support the future 
development of a new AAGC system. The statistical 
analysis is divided into 5 main steps: 
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- Database construction: an audio database was 
implemented with 16 audio genres without any hierarchical 
relations. The signals of each genre were carefully chosen 
to be the as most representative as possible. A detailed 
description of the database is presented in Section 3. 

-  Features: eight features were considered � spectral 
centroid, zero-crossing rate, spectral flux, bandwidth, 
loudness, spectral roll-off, low energy ratio and high zero-
crossing rate ratio. More details about the features and 
respective extraction are given in Section 4. 

- Histogram construction: the values of each feature are 
grouped into histograms. This step is described in Section 5. 

-  PDF estimation: selection of the PDFs that best fit the 
histograms determined previously, according to a minimum 
mean square error criterion. The PDF estimation is 
addressed in Section 6. 

- Performance measure: assessment of how precisely 
each PDF approximates the respective histogram. It has 
been observed that the value of the minimum mean square 
error alone is not enough to provide a conclusive 
assessment. Because of that, the MSE results are always 
analyzed together with the conclusions of a visual 
inspection of the curves. The performance analysis is 
detailed in Section 7. 

Those five steps aim to outline a behavioral profile of 
each feature in order to guide their use in future researches. 
The conclusions about the tests are presented in Section 8.  

2. MOTIVATIONS FOR THIS WORK 

Using statistical models in AAGC is not a new idea. 
Actually, it is the main idea underlying several proposals [3, 
5-13]. Among such statistical tools, the Gaussian Mixture 
Model (GMM) classifiers are the most largely used. These 
classifiers consist of a mixture of several multidimensional 
Gaussian distributions that tries to model the statistical 
behavior of an entire set of features at once. Other statistical 
classifiers follow the same basic ideas. 

The approach presented in this work is somehow 
different from the principles used in previous works. Here, 
the statistical analysis is performed considering each feature 
individually and the result is an estimated PDF for each 
feature and genre. As a consequence, when a set of features 
is extracted from a signal, it will be possible to calculate 
automatically, for each feature, the probability that the 
signal belongs to a given genre. There are several possible 
ways to combine such probabilities. This fact assures a high 
degree of flexibility and the possibility of a finer 
manipulation of the data, increasing the chance of obtaining 
a more precise classifier. Preliminary studies have revealed 
that some strategies of combination lead to high degrees of 
correct classification. An example of classifier, with 
respective results, is briefly described in Section 7.1.  

Another aspect to be considered is the fuzzy nature of 
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modern music, that is, much of the music produced 
nowadays has characteristics that derive from more than 
one music genre. The approach here proposed enables the 
development of a method capable to provide fuzzy 
classifications, of the type �70% genre 1 and 30% genre 2�. 
This kind of approach provides a relative classification that, 
alone or combined to another information, can benefit 
several applications. For example, automatic equalizers 
could select the best equalization according to the relative 
composition of the signals. This line of research is also 
currently being carried out and a new classifier based on 
such principles is already being implemented. This 
approach and some results are presented in Section 7.2. 

It is important to emphasize that the main goals of the 
present work is to present the guidelines to properly 
determine Probability Density Functions for individual 
audio genres and features, and to show the advantages and 
flexibility of using such individual PDFs in the 
classification of audio signals. Because of that, no 
optimized classifier is presented. The two classifiers 
described in Section 7 are relatively crude, and were 
included to inspire possible future strategies using the 
PDFs, and also to provide some cues about the performance 
of the PDFs when used in actual audio classifiers. Better 
overall results are expected for carefully designed 
classifiers. 

3. AUDIO DATABASE CONSTRUCTION 

The 2,587 database audio files used in this work are in 
the wav format, with a 16-bit quantization and sampled at 
48 kHz. The whole database has 13.5 GB, corresponding to 
more than 20 hours of audio. The signals were extracted 
from Compact Discs, from Internet radio streaming and also 
from coded files. 

The database can be divided into two main groups: 
speech files and music files. The only difference between 
these two groups, besides their content, is the duration of 
the signals. Speech signals have lengths between 9 s and 21 
s, while all music signals have duration of 32 s. 

As said before, the signals of each genre of the database 
were carefully chosen according to the specific 
characteristics of the genre. After a first selection, all 
signals have been submitted to a second pruning process, in 
order to guarantee maximum uniformity inside each genre 
dataset.  

It is important to highlight that such fine selection 
excludes from the tests most of the audio signals usually 
present in audio datasets. This is so because the objective of 
this work is to determine the behavior of the features face to 
typical elements of each genre. The results obtained for 
those �pure� elements can therefore be used to classify 
genre signals with unclear definitions, according to a given 
criterion. For instance, a given signal could receive a fuzzy 
classification of the type �70% genre 1 and 30% genre 2�, 
as commented in Section 2. The strategy presented in 
Section 7.2 shows a possible way to implement such fuzzy 
approach. 

Table 1 shows the composition of the database. The 
second column shows the number of files after the first 
selection, while third column shows this number after the 

second pruning.  A brief description of each genre is 
presented in the following. 

 
Genre Files after 1

st
 trial Files after 2

nd
 trial 

Classical 128 98 
Light Country 68 61 
Danc. Country 69 62 
Heavy Metal 114 77 

Jazz 148 88 
Latin 137 101 

New Age 127 96 
Opera 120 66 
Pop 128 99 
Rap 114 82 

Reggae 126 82 
Rock 142 91 

Soft Rock 117 78 
Soft 125 67 

Techno 140 89 
Female Speech 180 61 
Male Speech 304 119 

Table 1. Composition of the audio database. 
 

Classical: songs that are generally played by symphonic 
and philharmonic orchestras, with predominance of 
classical instruments as violins, violoncellos, piano, flutes, 
etc. Solo works are also included. There are no vocals in 
this genre. 

Country: songs typical from the south of USA. This 
group has some degree of similarity with rock, with strong 
presence of electric guitar, producing a particular kind of 
timbre and rhythm that characterizes this kind of music. 
This genre can be subdivided into two smaller groups, one 
composed by soft and slow songs, and other composed by 
songs with dancing characteristics. 

Heavy Metal: this group is a ramification of rock, where 
electric guitars, drums and vocals generate accelerated, 
intense and aggressive music, with predominance of bass 
tones (low frequencies). The vocals are often expressed in 
the form of screams and grumbles. 

Jazz: includes jazz and blues songs. This genre is quite 
difficult to be characterized, because different jazz styles 
can have very diverse characteristics. According to the 
definition found in the wikipedia website [14], Jazz is 
characterized by blue notes (notes sung or played at a lower 
pitch than those of the major scale for expressive purposes), 
syncopation (stressing of a normally unstressed beat in a bar 
or the failure to sound a tone on an accented beat), swing 
(rhythmic device in which the duration of the initial note in 
a pair is augmented and that of the second is diminished), 
call and response (succession of two distinct phrases usually 
played by different musicians, where the second phrase is 
heard as a direct commentary on or response to the first), 
polyrhythms (simultaneous sounding of two or more 
independent rhythms), and improvisation (act of making 
something up as it is performed). There is a predominance 
of instruments like piano and saxophone. Solo works are 
included. 

Latin: group composed by Latin rhythms like salsa, 
mambo, samba and rumba. The songs of this genre have 
strongly percussive and dancing characteristics, with 
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intensive use of drums and percussive instruments. Guitars 
are also often used. 

New Age: this group includes several songs considered 
�non-conventional�. In general, most songs of this genre are 
soft and very related to classical music, but using elements 
of electronic music and several instruments considered 
exotic. Some songs of this group include very soft vocals. 

Opera: this group is similar to the classical genre, but 
with a strong presence of vocals. 

Pop: generally, the denomination �pop� is normally 
adopted for a wide range of songs, not always having a 
clearly bounded definition. In the context of this work, a 
song is classified as pop when there is a strong presence of 
electronic elements (as synthesizers), with a markedly 
dancing beat, but with an intensity and a number of beats by 
time unit smaller than those ones found in techno songs, as 
will be seen later. The presence of vocals is common, but 
not mandatory. 

Rap: this group includes rap, hip-hop and funk; it is 
characterized by a regular and marked percussive beat, 
which is normally generated by electronic instruments. 
There are always vocals, which sometimes look like speech. 

Reggae: genre originated in Jamaica, it is the result of a 
rhythmic and strongly percussive combination of electric 
guitars, drums and electronic instruments. The peculiar 
rhythm of this kind of song is reinforced by their particular 
vocals.   

Rock: this group is characterized by the dominance of 
electric guitars and drums. It has the same basic elements of 
heavy metal, but it is less aggressive and with a more 
regular beat. This genre is located in an intermediary point 
between heavy metal and soft rock. In the context of this 
work, songs with electronic elements are discarded from 
this group.  

Soft Rock: in this case, electric guitar and drums are also 
dominant, but with a very soft and slow beat. 

Soft: this group, like soft rock genre, is composed by very 
soft and slow songs. However, in this case electric guitars 
are not present, and the drums, if present, are used in a very 
discrete and soft way. Other instruments that may be 
present in this set are piano, soft percussive instruments 
and, in some cases, soft electronic elements. 

Techno: in this kind of music only electronic instruments 
are used. This genre has a very accelerated, repetitive and 
clearly determined beat. The presence of vocals is rare. It 
includes sub-genres as trance, house and techno itself. 

Female Speech: several languages are present in this 
group, as English, Portuguese, French, Spanish, German, 
Italian, Japanese, Chinese, Russian, and others. Files with 
environmental noise were eliminated after the second 
pruning. 

Male Speech: this group has analogous characteristics of 
female speech genre. 

4. FEATURE EXTRACTION 

The literature presents several features that can be 
extracted from audio signals for classification purposes. 
Eight of the most used features are studied here. They can 
be divided into two main groups:  

Short-term features: their extraction is performed after 
the division of signal into 21.3 ms analysis frames with a 
Hanning window. The frames are 50% superimposed. The 
features are individually extracted for each of those frames. 
Therefore, each signal will generate a set of parametric 
values for each feature to be tested. 

Medium-term features: in this case, the signals are also 
divided into 21.3 ms frames. After this division, the 
resulting frames are grouped into one-second segments, 
named texture windows [3]. The features are calculated for 
each analysis frame, and then they are combined along each 
texture window according to a given criterion. Therefore, in 
this case the signals will generate a set of values that is 
smaller than that one obtained for the short-term features. 

It is important to emphasize that it is a common practice 
to combine the values of the short and medium-term 
features into a single value for the whole signal, usually by 
means of mean and variance calculation. In the present 
work, the values obtained for the frames and texture 
windows are used to construct histograms, as will be seen in 
Section 4. It is also important to underline that some 
researchers propose a few long-term features, whose 
extraction is performed along the whole signal. Such 
features were not included in this phase of the work. 

The extraction of each feature is described in the 
following. 

4.1 SHORT-TERM FEATURES 

1) Spectral Centroid 

The spectral centroid has been used in several works [2, 
3, 15, 16, 17]. It represents the �mass center� of the spectral 
energy distribution of the signals, and is given by 
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where |X(k)| is the magnitude of the k
th spectral line 

resulting from an FFT (Fast Fourier Transform) applied to 
the frame i of the signal x(n), and K is half the total number 
of spectral lines. High centroid values indicate more 
�bright� textures, with significant presence of high 
frequency components. The spectral centroid is given in 
terms of spectral lines. To obtain the value in Hz, ce must 
be multiplied by the difference in Hz between two 
consecutive spectral lines. 

2) Zero-Crossing Rate (ZCR) 

Examples of the use of this feature can be found in [3, 
18, 19]. A zero crossing occurs whenever the amplitudes of 
two consecutive temporal samples have opposed signs, as 
indicated by the expression 

    
1

0.5 1
N

i i i

n

zcr sgn x n sgn x n


          , (2) 

where xi(n) represents the samples of frame i of signal x(n) 
and sgn(x) equals �1 or +1 as x is negative or positive, 
respectively. This feature is very effective to discriminate 
between music and speech. 
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3) Spectral Roll-off 

This feature is defined as the frequency Ri below which 
95% of the magnitude distribution is concentrated, as 
expressed by 

    
1 1

0.95
iR K

i i

k k

X k X k
 

   . (3) 

Spectral roll-off was adopted, with some variation, in [3, 
20]. 

4) Spectral Flux 
This feature quantifies the changes in the spectral shape 

between consecutive frames. It is defined as 
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This feature was used, with some variation, in [3, 18, 20]. 

5) Bandwidth 
This feature determines the bandwidth of the signal. 

There are several definitions for this feature, but all use 
spectral centroid (cei) as one of the variables [1, 16, 17, 21]. 
In the present work, the adopted expression is  
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Equation 5 gives the bandwidth in terms of spectral lines. 
To get the value in Hz, lb must be multiplied by the 
difference in Hz between two consecutive spectral lines.  

6) Loudness 

This feature measures the signal intensity the way it is 
perceived by a human listener. The strategy here adopted is 
slightly different from those ones used in previous works [1, 
22]. The first step to calculate this feature is modeling the 
frequency response of outer and middle ears of an average 
person. Such response is given by [23] 

        
20.8 3.60.6 3.3 30.6 3.64 6.5 10f k

W k f k e f k
            , (6) 

where f(k) is the frequency in kHz, given by 

  f k k d  . (7) 

being d the difference between two consecutive spectral 
lines. 

The frequency response is used in the calculation of the 
loudness as a weighting function to emphasize spectral 
components for which the ear is more sensible and to 
attenuate the less audible ones. The loudness of each frame 
is calculated according to 

    
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4.2 MEDIUM-TERM FEATURES 

As commented before, the medium-term features are 
extracted from 1 s segments called texture windows. Since 
each frame has 21.3 ms and are 50 % superimposed, there 
will be 96 frames inside each segment. In the following 
equations, two variables are used to delimitate the texture 

window: n1 and n2 are the indices of the first and last frame 
of a given texture window. Therefore, for the first texture 
window, n1 = 1 and n2 = 96, for the second texture window, 
n1 = 97 and n2 = 192, and so on. Generalizing, 

 1
1 96 1n m     and 2

96n m  , where m is the index of 
the texture window. 

1) High Zero-Crossing Rate Ratio (HZCRR) 
This feature derives directly from the zero-crossing rate 

feature and was proposed in [18]. It is defined as the 
number of frames whose number of zero crossings is 
greater than 1.5 times the average zero-crossing rate along a 
texture window, and is given by 
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2) Low Energy Ratio 

This feature measures the percentage of analysis frames 
whose energy Ei is less than half the average energy of the 
corresponding texture window. This approach was used in 
[18], and is given by 
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5. HISTOGRAM CONSTRUCTION 

As commented before, all features are individually 
extracted for each analysis frame or texture window of the 
signals. All the values of each feature of each audio genre 
are summarized into a histogram. The histograms have 
2,000 bins, value adopted according to the number of data 
values available. An optimization procedure was carried 
out, having as main goal to find the best compromise 
between data quantization (bin widths) and meaningfulness 
of the histogram shape. If too large bin widths were 
adopted, too many data samples would be grouped in a 
same bin, and the shape of the histogram would not 
represent adequately the distribution of the data; on the 
other hand, if a too fine data quantization was used, the data 
would be excessively spread along the bins, resulting in a 
meaningless histogram shape. In this context, the value of 
2,000 bins has shown the best characteristics. This results in 
a bin width that is 1/2000 of the expected range for the 
feature values. This is equivalent to quantize the feature 
values with steps of 1/2000 of its value range. The lower 
limit of a feature value range is always 0, and the upper 
limit is given by adding 10 % to the highest value obtained 
for that feature. A moving average of five data points is 
applied in order to smooth the shape of the histogram. The 
value of five points was adopted because it results in an 
effective smoothing of the histogram, keeping at the same 
time its basic shape, which is important to determine the 
most adequate PDF. Fig. 1 shows an example of a 
histogram, obtained for the feature centroid applied to the 
classical genre. 

The histograms will be approximated by PDFs as 
described in the next section. 
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6. PDF ESTIMATION 

The main goal of this work is to estimate Probability 
Density Functions (PDF) that best fit the histograms defined 
in last section. The process starts with a visual analysis of a 
given histogram and choosing a PDF that could fit that 
shape. For the example showed in Fig. 1 (spectral centroid), 
the best candidate appeared to be the lognormal PDF. After 
that, an algorithm that minimizes the MSE between the PDF 
and the histogram determines the best parameters for the 
selected PDF. Fig. 2 shows the PDF that best fits the 
histogram showed in Fig. 1. 
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Figure 1. Example of histogram. 
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Figure 2. Example of PDF estimation. 
 

The same process is repeated for all features and genres. 
Section 7 details the tests and achieved results. 

It is important to note that, in theory, a better PDF 
candidate could emerge from the collected data if such 
information was summarized into a normalized histogram, 
which would then work as a non-standard PDF. In fact, this 
option was tested by dividing the audio material into two 
sets. The first set, corresponding to about 70% of the whole 
database, was used to determine such histogram-based PDF, 
and the remaining 30% of the audio files were used to test if 

such PDF would actually fit the characteristics of the 
corresponding genre and feature. The observed overall 
performance, using the same performance criteria presented 
in Section 7, was poorer than that achieved using classical 
PDFs because, although the histogram-based PDF fits quite 
well the training data, it does not have a good 
correspondence with the remaining data. This is so because 
the behavior of audio signals is very fuzzy, even 
considering only excerpts of a same genre. Such fuzzy 
behavior is more efficiently modeled by the traditional 
PDFs, which are more robust to deal with the inherent 
inconsistencies found among different audio excerpts. 

7. TESTS AND RESULTS 

The precision of the adjustment between an estimated 
PDF and the corresponding histogram is assessed by means 
of a Mean Square Error (MSE) multiplied by 1,000. 
However, such measure must be carefully used: if 
considered alone, the MSE can lead to misjudgments about 
the real performance of the estimated PDF. This occurs 
because, even after submitted to the moving average 
smoothing technique, some histograms still preserve an 
oscillatory behavior. In such cases, the estimated PDF can 
fit almost perfectly the envelope of the histogram, but not 
its ripple. An example of this situation, corresponding to the 
ZCR feature, is shown in Fig. 3. Despite the good 
agreement between the PDF and the histogram envelope, 
the MSE is relatively high. However, a visual inspection 
reveals that the estimated PDF curve reliably models the 
statistical characteristics of the feature, since the ripple is, in 
fact, an undesirable behavior for the purpose of signal 
classification. 
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Figure 3. Comparison between histogram and estimated 

PDF. 
 

The results obtained with the PDF estimation for all 
situations being considered are summarized in Table 2. 
Both the MSE value and the visual inspection criteria will 
be taken into account in the analysis of the results shown in 
Table 2. 

 = 6.5757 

 = 0.4465 



Jayme G. A. Barbedo and Amauri Lopes 

Statistical Analysis of Features Used in Automatic Audio Genre Classification 

 

40  

The numbers in Table 2 represent the MSE multiplied by 
1,000. The values in italics indicate the use of normal PDF. 
The other values were obtained using the lognormal PDF.  

The analysis of the results for each feature is presented in 
the following. Due to space limitations, only the most 
representative figures are presented. The remaining figures 
can be found in www.decom.fee.unicamp.br/~amauri. 

In order to compare the results of Table 2, it is necessary 
to define a maximum tolerable MSE value. In fact, such a 
value should be defined taking into account the sensibility 
of the results produced by estimated PDFs in a practical 
application, such as a signal classifier. Since such 
application is still under development, for the purposes of 
this paper, the maximum tolerable MSE value will be 
chosen taking into account the unitary area under each PDF 
curve. It seems that a maximum MSE of 0.007 (or 7 in 
Table 2) is an adequate reference. 

1) Spectral Centroid: the MSE values are low for several 
genres, indicating that the PDF models adequately the 
feature characteristics. This is particularly true for classical 
and opera genres. However, for rap, reggae, rock, techno, 
and male and female speech, further analysis is necessary.  

The cases of rap and reggae are similar. Fig 4 illustrates 
the curves for rap. In this case, the PDF is not able to 
reliably fit the entire histogram. It can be observed that the 
decreasing slopes of the curves are quite matched. 
However, the increasing slopes are not matched at all. If the 
PDF were moved right in order to fit the increasing slope of 
the histogram, this would cause a major unfit between the 
decreasing slopes.  

A visual inspection reveals that the error is more intense 
for centroid values smaller than 200, so this is the area of 
the plot that must be carefully analyzed. For centroid values 
smaller than 140 (smaller than the peak), the error is high, 
but the histogram values associated to such range are small. 
Therefore, such centroid values have little importance. For 
centroid values greater than 140, the PDF reproduces with 
reasonable accuracy the behavior of the histogram 
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Figure 4. Comparison between centroid curves for rap 

genre. 
 
Moreover, it must be taken into account that, despite all 

selection efforts, the group of signals that represent each 
genre still presents a mild degree of heterogeneity among 
them.  

Therefore, considering that the estimated PDFs worked 
well for most genres, they may have the ability to 
compensate possible histogram inconsistencies resulting 
from such heterogeneity. To test this possibility, further tests 
were carried out using a new group of rap signals, in order 
to determine if the discrepancy between the curves is due to 
a failure of the standard PDF in modeling the data or to the 
heterogeneity of the data. The results confirmed that the 
PDF models better the characteristics of the signals than a 
histogram-based PDF, even in such a case where the match 
between the curves is not good. This also supports the 
observations made in Section 6. This observation is also 
valid for the other 3 genres with higher MSE values. In 
those further cases, a visual inspection indicates that the 

Genre/Feature Spectral 

Centroid 

ZCR Spectral 

Roll-off 

Spectral 

Flux 

Bandwidth Loudness HZCRR Low 

Energy 

Classical 0.2321 2.5044 1.8977 0.4346 2.7603 1.5819 1.9819 0.8581 
Light Country 1.8865 1.5590 18.2395 4.1798 1.4842 0.8820 2.8994 2.0226 

Dancing Country 2.3554 4.0611 5.5790 6.4158 1.0198 1.7222 3.4051 1.7892 
Heavy Metal 4.3000 6.8973 1.4699 7.3621 4.0170 0.7493 0.6507 0.6209 

Jazz 2.0323 2.7547 22.9105 2.1643 0.6027 0.7828 5.4653 1.0938 
Latin 1.2075 5.8349 2.0290 6.3031 1.8327 0.8666 5.6007 1.6735 

New Age 2.3221 2.5271 18.6730 0.5633 1.2961 3.2549 1.1131 0.7895 
Opera 0.8887 1.5261 12.5870 3.3081 11.9496 13.0910 1.5964 2.8531 
Pop 1.5791 11.6286 7.2360 3.0250 4.4235 1.8193 4.2826 1.0053 
Rap 14.2140 9.4122 2.5336 6.4414 3.5193 1.8892 1.7313 3.3288 

Reggae 10.1643 13.2286 1.3769 5.2521 3.6414 0.7562 0.8026 1.0781 
Rock 6.3961 7.2369 3.9049 3.6824 2.8611 0.7933 1.1657 2.5163 

Soft Rock 2.8582 4.3437 1.7702 3.8098 1.8435 1.3270 2.9094 3.3393 
Soft 2.9635 3.3335 30.9373 1.7685 0.3242 2.5996 4.7577 2.4687 

Techno 8.0124 5.1276 6.1967 7.9484 3.1741 1.5463 3.2628 7.5947 
Female Speech 11.7352 2.1033 21.3518 5.6259 1.7249 28.4179 1.2066 4.7291 
Male Speech 7.3253 2.2135 32.1390 3.6902 1.7342 17.2550 0.9007 1.1177 

Table 2. Individual feature results. 

http://www.decom.fee.unicamp.br/~amauri.
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errors are mostly concentrated at low probability regions of 
the graphics, as can be seen in Fig. 5. 
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Figure 5. Comparison between centroid curves for male 

speech. 
 
2) Zero-Crossing Rate: the PDFs estimated for this 

feature also have achieved good fit with most histograms. 
Only for 4 genres the MSE has indicated possible 
significant disagreement between the curves. This feature is 
one of the most affected by the ripple present in the 
histogram. A visual inspection reveals that all 4 genres with 
higher MSE values present only mild disagreement between 
the curves. In this case, the relatively high error values are 
mostly due to oscillations in the histogram, as can be seen 
in Fig. 6. Such oscillations seem to be generated by the 
process of averaging along the texture windows and by the 
construction of the histogram itself and, therefore, would 
not be a natural characteristic of the ZCR data. A more 
detailed analysis revealed that the envelope of the histogram 
describes very accurately the data behavior, meaning that 
the oscillations can be treated as a mild side effect of the 
histogram construction process, which occurs only for ZCR. 
Under this point of view, the match between the curves can 
be considered adequate.  
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Figure 6. Comparison between ZCR curves for rock genre. 

 

3) Spectral Roll-off: about half the PDFs estimated for 
this feature has achieved good performance. The other half 
has resulted in very high MSE values. All genres that 
generated impaired PDFs have shown similar behavior, 
which is exemplified in Fig. 7. 
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Figure 7. Comparison between roll-off curves for jazz 

genre. 
 
As can be seen in Fig. 7, the behavior of the histogram 

for roll-off values between 4,000 and 12,000 is not 
adequately approximated by the selected PDF function. To 
investigate the reasons for such behavior, further tests were 
carried out using a new set of audio files. A non-standard 
PDF, based on the actual histogram presented in Fig. 7, was 
determined to be compared with the lognormal PDF of Fig. 
7. Both curves have showed practically the same 
performance in modeling the data. This means that the 
lognormal PDF is indeed compensating, at least partially, 
the heterogeneity present in the data used to determine its 
shape. However, it is important to emphasize that the results 
obtained for this feature are poorer than expected and 
further studies will be necessary to find a better solution for 
its modeling. 

4) Spectral Flux: almost all PDFs obtained for this 
feature fit well with the respective histograms. Only heavy 
metal and techno presented high values. In both cases, the 
curves have a moderate disagreement for high values of 
spectral flux. It is a situation quite similar to that one shown 
in Fig. 5, but in this case there is practically no 
disagreement for middle and low values, as can be seen in 
Fig. 8. 

5) Bandwidth: only opera PDF resulted in high MSE 
value. This is due to the steepness of the descent slope, as 
can be seen in Fig. 9. Since the disagreement is located in a 
region of low probability, the effect of the error is not 
significant. 

6) Loudness: the PDFs obtained for this feature have 
achieved excellent results for all genres but three: opera, 
male speech and female speech. All three genres have one 
point in common - a strong predominance of human voices. 
In the case of speech, the loudness varies considerably 
depending on the type of phoneme - fricative, voiced, 
unvoiced - that is being pronounced. Besides, there are 
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always several intervals of silence. Therefore, it is very 
difficult to detect some kind of pattern or tendency for the 
loudness of this kind of signals. In the case of opera signals, 
a similar analysis can be performed. Additionally, the singer 
often varies greatly the intonation of its performance, 
making even more difficult to identify a pattern. Those 
observations lead to the conclusion that some caution is 
needed when applying this feature to signals with strong 
voice elements. 
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Figure 8. Comparison between spectral flux curves for 

techno genre. 
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Figure 9. Comparison between bandwidth curves for opera 

genre. 
 
7) High Zero-Crossing Rate Ratio: all PDFs generated 

for this feature match quite well the respective histograms. 
No important disagreements have been observed. 

8) Low Energy Ratio: almost all PDFs have shown good 
performance. Only techno genre has presented a MSE value 
a little above the threshold, but most of the error is due to an 
expressive ripple present in the histogram. 

An important point to be analyzed is if the PDFs 
obtained for a given feature are diverse enough among them 
to provide a good distinction between the genres. It has 
been observed that there are genres with very particular 

PDF shapes, but, on the other hand, there are also genres 
with very similar PDFs. Therefore, each feature is capable 
to successfully distinguish between some genres, but not all 
of them. This indicates that, to work properly, several 
features must be taken into account at same time. The way 
to properly combine such features is currently being 
conducted, and the first results are presented in Section 7.1. 
An example of a fuzzy classifier and respective results is 
presented in Section 7.2. 

7.1 STRATEGY 1 

This strategy is quite simple and direct, consisting of the 
following basic steps: 

1. The signal is divided into 21.3 ms frames, with an 
overlap of 50% between consecutive frames. 

2. All short-term features are extracted for the 96 first 
frames (first texture window), and their values are averaged 
over the segment. 

3. The medium-term features are extracted for the first 
texture window. 

4. The resulting value of each feature over the texture 
window, together with the corresponding PDF, generates a 
probability value for each feature. Since there are 8 
features, there will be 8 probability values associated to 
each genre. 

5. A single probability value is determined for each genre 
by multiplying the respective probabilities. 

6. The genre with greater probability value is taken as 
winner for that texture window. 

7. Steps 2 to 6 are repeated for the remaining texture 
windows, generating a winner genre for each 1 s segment. 

8. The genre that appears more times as winner is taken 
as definitive classification for the signal. If there is a draw, 
the probabilities obtained for the drawn genres are all 
summed, and the greater value determines the final winner. 

Therefore, there are two families of random variables in 
the model:  

- Genre G, which is discrete and assumes values gj, being 
described by an individual probability; 

- Features Hi, which are continuous and are described by 
probability densities. 

The strategy tries to choose j that maximizes 

   1 1 8 8| |
j j

P G g H c P G g H c     L . It is 

assumed that the probabilities of each genre are equal, and 
that the features are mutually independent. The first 
assumption holds for the dataset used in this work, and is 
also reasonable in the real world. The second assumption, 
on the other hand, is not entirely true, since features like 
ZCR and spectral roll-off are slightly related. However, this 
fact does not significantly harm the effectiveness of the 
strategy. The same observations are valid for strategy 2 
(Section 7.2). 

The procedure, although simple, has led to quite good 
results, as shown in Table 3. The overall accuracy is above 
60 %, performance that is compatible with the best 
proposals found in the literature [3, 7, 11]. 
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Genre Accuracy 

Classical 87.3 % 

Light Country 45.4 % 

Dancing Country 31.2 % 

Heavy Metal 67.8 % 

Jazz 51.2 % 

Latin 52.3 % 

New Age 50.1 % 

Opera 73.2 % 

Pop 55.7 % 

Rap 62.9 % 

Reggae 62.3 % 

Rock 59.8 % 

Soft Rock 59.7 % 

Soft 61.1 % 

Techno 55.5 % 

Female Speech 70.2 % 

Male Speech 72.6 % 

Total 60.5 % 

Table 3. Classification accuracy for strategy 1. 

   

7.2 STRATEGY 2 

The strategy presented in this section explores the fact 
that several audio signals have characteristics that fit more 
than one genre, making it difficult to find a single correct 
classification. In such cases, it makes sense to classify the 
signal according to its multiple genre characteristics. 

The initial part of the strategy is similar to the 5 first 
steps presented in Section 7.1. After that, the probability 
values determined for each genre are multiplied along all 
texture windows, resulting in a single general probability 
value for each genre. Then, the following rules are applied: 

1. The greater probability value is determined and used to 
normalize all probabilities. 

2. The 3 greater normalized probability values (NPV) 
and respective genres are determined, and the remaining 
probability values are discarded. 

3. Genres whose NPV are greater than 0.85 are 
considered as having strong influence over the signal. If 
such value lies between 0.7 and 0.85, the genre is 
considered as having weak influence over the signal. 
Finally, if the NPV is smaller than 0.7, the respective genre 
is considered as having no influence. 

Since the first genre NPV will be always equal to 1, such 
a genre will always have strong influence. The second and 
third place genres may have any NPV value. In cases where 
the signal is clearly influenced by only one genre, it is 
expected that the second and third NPV values be smaller 
than 0.7, and therefore the signal is classified according to 
only one genre. On the other hand, if the signal is composed 
by elements coming from three different genres, it is 
possible that three strong genres be assigned to such signal. 
Since signals influenced by 4 or more genres are quite rare, 
such situation has not been considered here. 

Tests have revealed that in 66 % of the cases, the target 
label (label manually assigned to each signal during the 
database assembly) of a signal was among the genres 
considered having strong influence over the signal; in 14 % 

of the cases, the target genre was among the genres 
considered as having weak influence; finally, in only 20 % 
of the cases, the target genre was not identified as having 
influence over the signal. In other words, in only 20 % of 
the cases the procedure has completely misclassified the 
signals. It was also observed that the strategy is quite 
effective in correctly identifying signals that are weakly or 
strongly influenced by more than one genre. Such results 
are very good, especially if one takes into account that this 
is a very simple strategy. It is expected that improved 
strategies be able to achieve better results, making the 
approach used in this strategy an excellent alternative to the 
traditional techniques. 

8. CONCLUSION 

This paper has presented statistical models for several 
features commonly used in the classification of audio 
signals. An individual Probability Density Function has 
been determined for each feature and audio genre. The 
PDFs were adjusted minimizing the Mean Square Error 
between each PDF function and the respective feature 
histogram. 

The objective is to use the PDF models to generate audio 
classifier systems capable to outperform the classifiers 
presented in the literature. Although such new classifiers 
are still under development, the paper presented two simple 
proposals to illustrate the application. Such experiments 
have revealed that the PDF approach has several desirable 
characteristics, such as flexibility and the possibility to 
manipulate the data to be classified in a finer way. They 
also revealed that the accuracy attained by the proposed 
statistical models is adequate for this application. 
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