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Abstract— In the past few years, the IEEE 802.11 WLAN has
become very popular and widely deployed for Internet access. On
the other hand, voice over IP is one of the fast growing Internet
applications today. Thanks to the convergence of these two trends,
it is believed that VoIP over WLAN is expected to become an
important Internet applications. In this context, the so called
“avalanche effect” has been identified as a real problem in a
WLAN network, when operating near its capacity limit, in whi ch
the admission of an additional call may result in unacceptable
QoS for all the ongoing VoIP connections. Therefore, this work
proposes a new call admission control mechanism, based on the
access point’s transmission buffer utilization ratio, to mitigate
this problem. The obtained results show that the proposed
mechanism mitigates the “avalanche effect”, leading to stable
service operation, acceptable QoS levels and significant capacity
gains considering tested scenarios.

Index Terms— WLAN, VoIP, Call Admission Control.

I. I NTRODUCTION

Supporting voice service over IEEE 802.11 Wireless LAN
(WLAN) poses significant challenges, since the performance
characteristics of the Medium Access Control (MAC) and
Physical (PHY) layers are worse than that of the wired
networks. In this way, the Voice over Internet Protocol (VoIP)
applications over WLAN bring up some issues related to the
system architecture, network capacity, admission controland
QoS provision.

This contribution proposes an investigation of Call
Admission Control (CAC) mechanism for WLAN systems
supporting VoIP applications, aiming to indicate solutions to
provide QoS for the new and ongoing VoIP connections.
We have investigated the so called “avalanche effect” which
indicates CAC as an interesting research issue. In this context,
we have proceeded the performance evaluation of three CAC
algorithms. Two of them were found in specialized literature
and the other one represents the innovative proposal of this
work.

This work is organized as follows. This section presents
a brief description of the VoIP service and of the IEEE
802.11 WLAN. Section II discusses performance problems
existing when VoIP is offered over WLAN along with the
literature review. Existing and proposed CAC solutions are
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described in section III. In section IV, the system modelingand
performance evaluation methodology are detailed. After that,
the performance results are drawn. Finally, the conclusions are
discussed in section VI.

A. Voice over IP

Traditionally, the main load of information transported
through the public communication networks is voice. To
provide this service, networks based on circuit switching are
generally used. While these networks provide an adequate
voice quality, they can be highly inefficient regarding the
bandwidth utilization [1].

Still under the bandwidth context, networks using packet
switching technology based on the Internet Protocol (IP)
are more efficient. However, these networks need a more
elaborated implementation to provide transport of voice. In
this way, VoIP appears as a technology that allows to establish
phone calls over an IP network (including the Internet), in
order that the voice transmission becomes one more service
supported by the data network. Then, the VoIP service aims
to provide over the packet switching network, similar voice
quality experienced over the circuit switching network.

Some of main advantages of VoIP service as compared to
the traditional circuit-switched voice service include:

• Higher efficiency of the bandwidth utilization;
• Low cost softwares to PC (Personal Computer) and PDA

(Personal Digital Assistant);
• Growing of broadband connections, including ones

through WLAN hotspots;
• Creation of new services that combine voice

communication with other media and data applications;
• Reduced cost of the call.

However, some disadvantages to the VoIP implementation
include:

• High quality and reliability of the traditional voice
network;

• Variability of the VoIP quality. This problem is more
critical in wireless networks due to the higher packet loss,
longer transmission delays and higher delay jitter;

The VoIP service uses the IP protocol to transmit voice as
data packets over an IP network. In this way, a VoIP system
can be implemented in any network based on IP protocol:
Internet, intranets and local area networks. In these systems,
the voice signal is digitalized, compressed and converted into
IP packets before the effective transmission over the network.

JOURNAL OF COMMUNICATION AND INFORMATION SYSTEMS, VOL. 21, NO. 3, 2006                                                                                                    176

ISSN 1980–6604/$20.00 c© 2006 SBrT/IEEE



B. IEEE 802.11 Network

The IEEE 802.11 technology is at present the most popular
alternative for wireless local area networks. Initially developed
to provide low cost wireless connectivity without any QoS
guarantees, the IEEE 802.11 standard families has been
applied to both indoor and outdoor environments. Due to
its convenience, mobility, low-cost and high-speed access,
WLAN represents an important future trend for Internet
access. In the following, we briefly review the main features
of the IEEE 802.11a PHY and MAC layers [2].

1) IEEE 802.11a Physical Layer:The IEEE 802.11a
standard uses Orthogonal Frequency Division Multiplexing
(OFDM) modulation that, due to its robustness in frequency
selective channels, it is an important transmission technique
for future wireless communication networks.

The OFDM-based physical layer of the IEEE 802.11a
standard implements 8 operation modes, as shown in
table I, for transmission rates up to 54Mbps. For each new
transmission attempt, link adaptation is performed in order to
select one of the 8 operation modes.

I: IEEE 802.11a rate-dependent parameters.

Data rate
(Mbps)

Modulation Coding rate
(R)

Bytes per OFDM
symbol (BpS)

6 BPSK 1/2 3
9 BPSK 3/4 4.5
12 QPSK 1/2 6
18 QPSK 3/4 9
24 16 QAM 1/2 12
36 16 QAM 3/4 18
48 64 QAM 2/3 24
54 64 QAM 3/4 27

2) IEEE 802.11 WLAN MAC protocol: The
IEEE 802.11a/b/g standards share the same MAC
layer that uses Carrier Sense Multiple Access with
Collision Avoidance (CSMA/CA) for contention data, a
Request-to-Send/Clear-to-Send (RTS/CTS) mechanism to
accommodate the hidden terminal problem, and an optional
mechanism called Point Coordination Function (PCF) to
support time-bounded applications.

The Distributed Coordination Function (DCF) mode is
the mandatory mechanism and is based on CSMA/CA and
binary exponential backoff. The PCF mode is optional access
mechanism, which is polling-based, with a central element,the
Point Coordinator(PC), controlling and giving permission of
to the stations (STAs) to transmit.

In the basic access mechanism of the DCF, a station with
a frame to transmit monitors the medium during an idle
interval equal to a Distributed Interframe Space (DIFS). If
the medium is sensed idle by the station, it transmits a frame
immediately. Otherwise, the station waits for a random backoff
interval before transmitting, and afterwards it transmitsa
frame. If another transmission is detected on the channel, the
transmission is deferred and the backoff timer of the station is
frozen. The backoff timer is reactivated when the channel is
sensed idle again for more then a DIFS time. Figure 1 shows
the operation of the basic access mechanism.
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1: Basic access mechanism.

Having received a frame correctly, the destination station
waits for a SIFS interval immediately following the reception
of the data and transmits an ACK back to the source station,
indicating that the frame has been received correctly. If the
source station does not receive an ACK, the frame is assumed
to be lost and the source station schedules retransmission with
a new random backoff interval that can be larger than the
previous one.

II. L ITERATURE REVIEW: VOIP PERFORMANCE

PROBLEMS OVERWLAN N ETWORKS

The IEEE 802.11a supports transmission rates up to
54 Mbps. On the other hand, a VoIP session requires nearly
64 kbps when using the G.711 Codec [3], a naive calculation
might indicate that the IEEE 802.11a network can support
up to 54M/64k = 844 flows, which corresponds to 422
full-duplex VoIP sessions.

However, [3]–[7] show that the maximum capacity of VoIP
connections held on an IEEE 802.11a network is limited to
some tens of sessions, due to overheads introduced by protocol
headers (IP/UDP/RTP/MAC/PHY headers), backoff times,
transmission of acknowledge packets (ACK) and intervals of
packet transmissions.

Besides the low capacity, studies performed in [3], [8]
revealed that placing an additional call that exceeds the
capacity of the wireless network will result in unacceptable
call quality for all ongoing VoIP sessions. In this work,
we call this degradation phenomenon “avalanche effect”.
The “avalanche effect” occurs due to the unbalanced traffic
between the downlink and uplink flows. In this situation, the
access point (AP) is no longer able to delivery the packets in
time and gets curtailed, which leads to unaccepted packet loss
for all VoIP streams transmitted from the access point to STAs
resulting in bad call quality for all connections.

The limited capacity of the WLANs to provide real-time
services like VoIP is a problem that was extensively studied
in several works. In [9], [10], the PCF mechanism was used
to provide real-time services in WLANs. However, the PCF
is not supported by most of the equipments available in the
market. In [11]–[13], the DCF mechanism was used in order to
investigate several strategies to improve the VoIP capacity by
changing the MAC protocol supported into the STAs. Changes
in the MAC, however, could lead to incompatibility problems.

Instead of proposing manners to increase the WLAN
capacity for the VoIP service, this work aims to evaluate
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mechanisms to assure, in an efficient way, the functioning
of the system within a determined threshold to avoid the
”avalanche effect”. In this context, the implementation ofan
admission control mechanism becomes necessary since it can
control the entrance of users in order to avoid the overall
degradation of the network.

Some works describe admission control schemes for WLAN
networks. However, the most of them is dedicated to the IEEE
802.11e standard, which has not been made commercial at the
time of this writing. Some admission control proposals for this
standard can be found in [14]–[22].

Only four admission control schemes are dedicated to the
IEEE 802.11a/b/g MAC WLAN standard [8], [23]–[25]. In
[23], the scheme is based on an equation that determines the
maximum number of VoIP clients that an AP can support.
In [24], a channel utilization rate is adopted as admission
control metric. These two admission control mechanisms will
be evaluated in this work and compared to the proposed
algorithms. Modifications at the MAC layer are performed in
[8], [25] for admission control, therefore these works werenot
considered to evaluation.

In face of the reduced number of works related to the
admission control for VoIP service over IEEE 802.11 WLAN
networks, we have identified this subject as a niche to be
explored.

III. E XISTING AND PROPOSEDCALL ADMISSION

CONTROL ALGORITHMS

This section presents the three CAC algorithms previously
mentioned. Two of them were found in the specialized
literature [23], [24]. The third one corresponds to the main
contribution of this work.

A. CAC Algorithm Based on a Theoretical Network Capacity
Estimation (EQA)

This algorithm is based on a theoretical equation, provided
by [23], to compute the maximum number of VoIP connections
a single AP can support. This number depends on the
maximum throughput the channel can achieve, which is a
function of the packet size. Others factors affecting the channel
throughput include the byte overheads of the RTP, UDP and
IP protocols, MAC and PHY layers and all those due to the
channel access mechanism, such as backoff procedures and
interframe intervals (DIFS and SIFS).

Initially, we may express the channel throughput as

TP

TP + Toverhead

· Ravg, (1)

whereTP is the time taken to transmit the VoIP payload of
P bytes andToverhead denotes the average overhead per RTP
packet. For G.711 CODEC, this payload is 160 bytes for 20 ms
of audio. Ravg is the average data transmission rate of the
access point, which varies from 6 Mbps to 54 Mbps depending
on the spacial distribution of the STAs.

Toverhead can be divided into two components, the overhead
incurred in transmitting the extra bytes of various networking
layers, Tlayers, and the overhead incurred by the MAC

protocol. The later comprises one SIFS, one DIFS, the
transmission time of one ACK (TSIFS, TDIFS and TACK ,
respectively) and the average idle time slots (Tdcf ) per frame
as seen on the channel. The transmission time of a single
VoIP packet taking into account all the overheads is shown in
figure 2. According to [23],Tdcf , in microseconds, is given
by

Tdcf =4, 5 × 9 + 0, 06 × (Ttotal) (2)

where

Ttotal = (TP + Tlayers + TSIFS + TDIFS + TACK + Tdcf)

Headers Payload

Time

DIFSSIFS
ACK

Tlayers

Tdcf

TP

2: Transmission time of a single VoIP packet taking into account
all the overheads.

Table II shows the overhead per packet, in bytes or
microseconds, taking into account the average data rate.

II: Overhead per sent frame taking the average data rate into
account.

Overhead Bytes Time (µs)
RTP Layer 12 12 ∗ 8/Ravg

UDP Layer 8 8 ∗ 8/Ravg

IP 20 20 ∗ 8/Ravg

MAC Header 34 34 ∗ 8/Ravg

PHY Header 32 µs
SIFS 16 µs
DIFS 34 µs
ACK 14 18.7 µs

Due to the symmetric behavior of the VoIP connections, the
AP receives and send packets to each of then STAs. Assuming
G.711 CODEC, the AP handles uplink traffic ofn × 64 kbps
and sendsn× 64 kbps downlink traffic. In this way, the total
channel throughput isn× 128 kbps. Therefore, the maximum
number of VoIP connections is given by

nmax =
TP × Ravg

128000× (Ttotal + Tdcf)
(3)

From nmax, the admission mechanism is very simple.
Once reached the maximum number of VoIP connections,
determined by equation (3), no more connections are admitted.

B. Algorithm Based on the Channel Busyness Ratio (CBA)

The channel busyness ratioRb is the fraction of time the
medium is busy to the total time. According to [24], when the
WLAN works at the “optimal point”, the collision probability
is small andRb is relatively stable around0.90. Let BU denote
the channel utilization corresponding to this point. In [24],
the authors have also introduced a bandwidth reservation for
voice traffic as a percentage ofBU . However, in this work, we
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consider a scenario composed by VoIP traffic only. Therefore,
the CAC algorithm should keepRb below BU to guarantee a
good QoS level for all the ongoing calls.

The CAC mechanism admits a new voice call only if the
requested resource is available. The bandwidth requirement of
a voice call is characterized by three parameters, (r, rpeak, l),
wherer is the average transmitting rate,rpeak is the peak rate,
both in bits per second, andl is the average packet length in
bits. However, to conduct the CAC, the traffic rate needs to
be converted to the channel utilizationu [24],

u =
r

l
× Tsuc, (4)

upeak =
rpeak

l
× Tsuc, (5)

whereTsuc is the transmission time of one packet, including
all the overheads.

The total bandwidth occupied by all admitted voice flows
is recorded by the AP in two parameters (uA, upeakA). They
are updated when a voice flow joins or leaves through the
following CAC procedure.

When trying to connect to the WLAN, the STA must send its
channel utilization requirement to the AP. The AP examines
whether there is enough resource to accommodate the new
flow by means of the following procedure:

• If uA + u ≤ BU and upeakA + upeak ≤ BU , the AP
accepts the current request and updates (uA, upeakA) with
(uA + u, upeakA + upeak).

• Otherwise, the AP rejects the request.

C. New CAC algorithm based on the transmission buffer
utilization ratio (BSA)

The CAC algorithm based on the AP’s transmission buffer
utilization ratio is a simple and innovative proposal of this
work. For each new connection request, the AP examines
the buffer utilization ratio to control the admission of the
new users. In this way, the algorithm monitors specifically
the network’s bottleneck in order to mitigate the “avalanche
effect”.

The formal admission rule for the proposed algorithm is
stated as follows:

Admission =

{

Accepted, if Ubuffer ≤ LBU

Denied, if Ubuffer > LBU
(6)

where Ubuffer is the AP’s transmission buffer utilization
ratio defined as the ratio of the current buffer occupancy (in
MAC-layer packets) to the total buffer space and andLBU is
the blocking threshold for this ratio.

The motivation for developing this algorithm comes from
the fact that the time behavior of the AP’s transmission buffer
utilization is quite similar to the average FER, the more
representative QoS metric for the VoIP service, as shown in
figure 3. We may observe the abrupt rise on the measured
average FER corresponding to the peaks in the number
of connected users to the system. This sudden degradation
characterizes the so called “avalanche effect”.

3: Time behavior of the system with no CAC mechanism.

A zoom of a FER peak, presented in figure 4, shows
an even more interesting characteristic of the AP’s buffer
utilization. The effect of the “avalanche effect” on the buffer
utilization is felt before the degradation of the average FER
(behavior observed in all tested simulations). This way, the
BSA algorithm may act blocking new connection before any
degradation occurs in the network.

4: Detail of the time behavior of the system with no CAC
mechanism.

IV. SYSTEM MODELING

A. Simulation Tool

The WLAN Simulator developed and used in this work, is
a dynamic event-driven system-level simulator based on the
IEEE 802.11 standard [2]. This standard defines a common
MAC layer for all IEEE 802.11 commercial products (e.g.
802.11a, 802.11b and 802.11g) and no QoS guarantees.

The functional structure of the WLAN simulator is
presented in figure 5. Data input corresponds to the
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configuration parameters which are set in order to configure
and control the simulations execution, e.g., placement of the
access points, users birth rate, mobility and traffic profiles,
MAC and PHY parameters, and so on. The block WLAN
System controls the event manager, the access points and its
stations. The event manager is the main functional entity ofthe
WLAN simulator. It is responsible for handling the flow of the
various events at the right time during the whole simulation.

. . .

. . .

. . .

CONFIGURATION

PARAMETERS

WLAN S YSTEM

AP

STA

STA

AP

EVENT

M ANAGER

EVENTS

L INK TO

SYSTEM

I NTERFACE

CAC

FUNCTIONALITIES

5: WLAN Simulator Functional Structure.

The event manager is illustrated in figure 6. The events are
organized into a list and they are ordered in terms of their
time stamps. The event manager fetches the first event, i.e.,
that one with the smallest time stamp, and transfers control
to the corresponding event routine to update the system state
appropriately. After that event’s self-execution routine, a new
event is likely to be generated. The event manager is then in
charge of inserting this newly generated event in the ordered
list of events. Since each event is self-executable, the event
manager is not concerned about the kind of event that is
being processed. This characteristic provides great flexibility
to the event manager because no changes are required in its
functioning in case a new kind of event is to be introduced in
future versions of the simulator.

...EVENT EVENT EVENT EVENT EVENT EVENT EVENT

EVENT
NEW

EVENTGENERATE

NEW EVENT

FETCH EVENT

I NSERT NEW EVENT

EXECUTE
EVENT

EVENT L IST

6: Event Manager.

B. VoIP Modeling

The VoIP traffic model is based on the two-state voice
activity model as described in [26]. The VoIP call is composed
by activity and silence periods with equal probability. Thecall
arrives according to a Poisson process and its duration follows
an exponential distributed random variable.

The G.711 codec has been chosen due to its simplicity and
popularity. It supports coded voice at 64 kbps during activity
periods. The time between two continuous frames is 20 ms,
which corresponds to a rate of 50 frames/s. The payload size
for this codec is64000/(50x8) = 160 bytes.

In this work, we consider only the downlink direction for
performance evaluation. It is assumed that during the activity
period of an uplink user, its corresponding downlink user isin
the silence period, i.e., the two traffics in the communication
link are perfectly matched.

The RTP [27], UDP [28] and IP [29] protocols were not
explicitly implemented in the WLAN simulation tool, but their
influence was considered by the addition of the corresponding
headers to the VoIP frame. No header compression scheme
was used in this work.

According to [30], [31], the one-way mouth-to-ear delay of
a VoIP frame should be less than 150 ms. In our simulations,
we consider a maximum delay of 100 ms, which corresponds
to the access delay and a fixed delay of 50 ms attributed to the
other delays (e.g. from the fixed network). The access delay
is defined as the time between the arrival of a VoIP frame at
the AP and its successful transmission. If a frame arrives in
its destination after 100 ms, it is discarded.

The maximum Frame Error Rate (FER) should be around
1 % to 3 % to assure the quality of voice at the receiver [24]. In
this work, we have considered a value of 2 %. This parameter
defines the user satisfaction, which is described in the section
IV-J.

C. WLAN Scenario Layout

We evaluate the CAC algorithms over a single AP scenario
and all stations are uniformly distributed in the hotspot
coverage area.

D. MAC Modeling

The simulator accounts for the basic access mechanism of
the DCF, which is the fundamental mechanism to access the
medium defined by the standard. This random access scheme
employs CSMA/CA.

We have also consider that all ACK packets are correctly
received. This supposition is quite reasonable since we
consider that the ACK packets are transmitted by using the
most error-robust OFDM mode, i.e., that one with the smallest
transmission rate (6 Mbps).

E. Interference

The IEEE 802.11a WLAN [32] operates in the 5 GHz band,
which is free of interference from others equipments [33], [34].
Moreover, this standard allows that a bigger number of APs
can coexist in the same area without interfering to each other
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because it provides non-overlapping channels, where each
channel is associated to an AP. In [35], studies showed that
the capacity of the IEEE 802.11a WLAN network composed
by multiple APs is 8 times bigger than the one-AP IEEE
802.11b capacity, due to the reduced co-channel interference.
In addition, our network is composed of one AP. Based on
these arguments, we do not consider any external interference
source nor co-channel interference caused by adjacent access
points.

F. Propagation Model

In our simulation, the free-space propagation model is used
for the first10 meters from the transmitter. After this distance,
the propagation is modeled by the following path-loss formula
[36]

L(d) = Lfree(d0) + 10 · n · log(d/d0)[dB] (7)

where n = 3.0, d0 = 10 m, and Lfree is free space
propagation loss.

The shadowing is superimposed to the path loss effect
and reflects local variations on the received power due to
large scale obstacles. In the WLAN simulation, the shadowing
component is normally distributed withσ = 4 dB [37] and
decorrelation distance of 10 m. The nominal AP radius is 60 m,
where a shadowing margin was added corresponding to 99%
of the coverage area.

G. Link Adaptation

The OFDM mode is selected based on the perceived SNR,
and consequently, determines the transmition bitrate. It means
that, for a given SNR, we can find out the OFDM mode that
will achieve the highest throughput, and thus, establish the
bitrate for the current transmission based on a look-up table
generated from the data shown in figure 7. It can be noted that
the throughput reaches its maximum value at about30 dB of
SNR.

The link adaption curves shown in figure 7 were obtained
from a Physical-layer simulation tool, developed separately.
These curves supplies link-level inputs for the WLAN
system-level simulator.

H. Wireless Channel Considerations

In our simulator, we assumed the same propagation delay
time for all stations in the system and it is taken equal to the
delay observed by a station placed at the edge of the cell.
This pessimistic approach leads to a delayδ = 0.2µs for a
60 m hotspot radius. We also do not consider the existence of
hidden terminals nor capture effects.

The Packet Error Rate (PER) for each VoIP frame
transmission attempt is based on perceived SNR of each
station. Figure 8 maps the PER for all OFDM operation modes.
These curves were also obtained from the Physical-layer
simulator, mentioned in section IV-G. The transmission of the
acknowledgment frame is assumed as error free.
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8: Packet Error Rate.

I. Mobility

In our simulator, the user speed and trajectory direction are
not changed, i.e. the user remains in the same position during
the whole simulation.

J. Performance Metrics

The main performance metrics used in this work are
presented as follows.

• Percentage of Satisfied Users: A user is considered
satisfied when it is connected to an AP and its access
delay and FER are less than 100 ms and 2 % respectively,
as described in section IV-B. Otherwise, the user is
considered unsatisfied. The percentage of satisfied users
is defined as the ratio of the satisfied users to the total of
users offered to the system during all simulation time.

• User Blocking Rate: It corresponds the ratio between
the number of blocked users and the number of birth
ones during the simulation. A blocked user is considered
unsatisfied.

• System Capacity: The system capacity is based on a
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limit. In this work, this limit was defined as the load in
which the system operates with 90 % of satisfied users.

• Offered Load
The offered load is generally defined in terms of the
arrival rate of new users in the system. However, in order
to become a more representative and intuitive metric, the
arrival rate of users was multiplied by the average voice
call time. Therefore, the offered load is given by

Total of Birth Users

Total Time
· Average Session Time

The offered load to the AP is expressed in terms of the
number of users per AP. Thus, this metric indicates the
average number of simultaneous users offered to the AP.

V. RESULTS

Now, we present the system performance results for the
evaluated CAC algorithms. Basically, we show performance
of existing EQA and CBA algorithms and compare their
performance with our CAC solution.

A. Performance Evaluation of EQA and CBA Algorithms

The downlink average access delay and the downlink
average FER for both algorithms are shown in figures 9 and
10, respectively.

9: Downlink average access delay.

It can be noted that both algorithms present small values of
FER and access delay for the connected users. The use of these
algorithms have almost eliminated the so called “avalanche
effect”. This way, both EQA and CBA easily fulfill the main
goal of a CAC algorithm, which is to protect the ongoing calls.

On the other hand, however, the user blocking rate is very
high, as illustrated in figure 11. This leads to a low utilization
of the network and waste of resources.

Finally, the user satisfaction curves are shown in figure 12.
We observe that the capacity limit for both the EQA and the
CBA are well below the reference curve, in which no CAC

10: Downlink average FER.

11: User blocking rate.

12: Percentage of satisfied users.
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mechanism was used. This behavior results from the very high
blocking rate of both algorithms.

In summary, these algorithms provide very poor
performance in terms of system capacity. Both the algorithm
based on the theoretical network capacity estimation and
the algorithm based on the channel busyness ratio are
highly conservative in the light of the resource utilization.
These algorithms allocate too much resources to the flows,
overprotecting the ongoing calls and causing the network’s
sub-utilization, without taking profit of the VoIP’s inherent
intermittence.

B. Performance Evaluation Comparison of the Proposed
Algorithm

An illustration of the WLAN network’s time behavior is
show in figures 13, 14 e 15.

13: Transmission buffer utilization time behavior.

14: Average downlink FER time behavior.

These figures corresponds to the metrics of the AP’s
transmission buffer utilization, the average downlink FERand

15: Number of connected users time behavior.

the number of connected users, respectively. Each figure is
composed by two curves. The top curve shows the metric’s
time behavior when no CAC algorithm is used and the bottom
curve corresponds to the given metric when the network
make use of the BSA. In order to ensure the same statistical
characteristics, we have used the same random seed for the
two cases. The blocking threshold and the buffer size are 2%
and 500 packets respectively. We have offered a relatively high
load to the system of about 65 users/AP to aim for emphasize
the action of the CAC mechanisms evaluated.

In figure 14 we may clearly observe that the use of the BSA
leads to a significant reduction in the peaks of the measured
average downlink FER, strongly reducing the “avalanche
effect”. We also observe that the remaining peaks on average
downlink FER have reduced duration.

The effect of the use of the BSA in the number of connected
users in emphasized in figure 15. This algorithm smooth
the offered load by eliminating the peaks in the number of
connected users to the system.

The performance evaluation for BSA has been carried out
for five different values of the blocking thresholdLBU : 1%,
2%, 5%, 10% and 20%.

Moreover, it is also important to verify the algorithm’s
dependency in the transmission buffer storage capacity. A
buffer too small may discard, due to the lack of storage
capacity, useful packets that possibly would arrive in timeat
the receiver. On the other hand, besides the device’s physical
limitation, a buffer too large may load the queue with too old
packets that would certainly be discarded by the playout buffer
at the receiver.

In order to capture the influence of the transmission
buffer storage capacity in the performance of the BSA, the
performance evaluation of this algorithm has been performed
for three different buffer sizes: 300, 500 and 1000 packets.

Figures 16, 17 and 18 show the measured downlink average
FER for the three values of the AP’s transmission buffer.

The increase of the average FER with the offered load is
a common overall behavior in the curves presented. In the
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16: Downlink average FER, buffer capacity of 300 packets.

17: Downlink average FER, buffer capacity of 500 packets.

18: Downlink average FER, buffer capacity of 1000 packets.

light of the blocking threshold, we observe basically the same
behavior in the three figures. The curves for the less restrictive

blocking thresholds corresponds to higher values of average
FER. This happens because the higher the blocking threshold
the later the blocking mechanism of the CAC will be triggered
and more overloaded will be the whole network.

When comparing the three figures, we see that the average
FER increases with the AP’s transmission buffer storage
capacity. That is, the smaller values of average FER were
observed for a 300-packet buffer, while the 1000-packet buffer
shows the worst performance in terms of FER.

The user blocking rates are presented in the figures 19, 20
and 21.

19: User blocking rate, buffer capacity of 300 packets.

20: User blocking rate, buffer capacity of 500 packets.

As observed with the average FER, the user blocking
rate increase with the offered load. In the light of the
blocking threshold, the curves for the more restrictive blocking
thresholds correspond to higher values of blocking rate.
This happens because of the faster action of the blocking
mechanism in these cases. Comparing the three figures, the
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21: User blocking rate, buffer capacity of 1000 packets.

user blocking rate have a tendency to decrease when the AP’s
buffer capacity storage gets larger.

The satisfaction curves summarizes all the results presented
before for the BSA since theses curves take into account
the QoS limits for the VoIP service and the user blocking
metric. The percentages of satisfied users are presented
in figures 22, 23 and 24 for the three values of buffer
capacity evaluated in this work, 300, 500 and 1000 packets,
respectively. The 90 % line is highlighted since we assume
this value as threshold for defining the system capacity.

22: Percentage of satisfied users, buffer capacity of 300 packets.

The figures show the same tendency in the light of the
blocking threshold. The curves for the low value of blocking
thresholds (e.g. 1%), indicate a worse performance for lower
offered loads, but the strong declivity point of these curves
happen at higher load. We may exploit the present of slower
decrease for higher loads in order to obtain better network
capacity. We have to consider that there exists a tradeoff
between blocking rate threshold and buffer capacity to be

23: Percentage of satisfied users, buffer capacity of 500 packets.

24: Percentage of satisfied users, buffer capacity of 1000 packets.

explored.
It is important to mention that the reference satisfaction

curves, i. e., those ones in which no CAC mechanism was
used, almost suffer no changes for the full range of storage
capacity evaluated in this work.

We consider that the capacity limit is reached when a
percentage of 90% of the users are satisfied. Among the three
buffer sizes evaluated, the higher system capacity was reached
with a buffer of 500 packets. In this case, and making use of
a blocking thresholdLBU of 2% we have obtained a capacity
gain of about 20%, supporting an offered loads up to 60
users/AP, as seen in figure 23.

Last, but not least, it is important to notice that buffer
and system stability was observed throughout our extensive
simulation campaign.

VI. CONCLUSIONS

In this work we have assessed the performance evaluation
of three CAC mechanisms for the VoIP service in WLAN.
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Two of them, one based on a theoretical equation (EQA) and
the other based on the channel busyness ratio (CBA), were
found in the specialized literature. The third one, based onthe
AP’s buffer utilization (BSA), corresponds to the innovative
proposal of this work.

Both the EQA and the CBA achieves the basic objective
of a CAC mechanism which is to guarantee the quality
of service of all ongoing calls. However, this objective is
achieved at the cost of system capacity. These algorithms are
highly conservative in the light of the resource utilization and
provide poor performance in terms of system capacity. They
allocate too much resources to the VoIP flows, overprotecting
the ongoing calls and causing the network’s sub-utilization,
without taking profit of the VoIP’s inherent intermittence.

The BSA in its turn has practically eliminated the
“avalanche effect” while achieving the best gains in terms
of capacity and resource allocation when comparing with
all the algorithms evaluated. Additionally, the practical
implementation of the BSA is very simple and the decision
metric is readily available at the access point.

We can further conclude that quality of service guarantees
are possible for VoIP operating over WLAN by means of call
admission control algorithms. Additionally, we have proposed
a feasible and efficient CAC algorithm that not only leads to
QoS satisfaction but also increases system capacity.
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