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Packet Scheduling and Discard Policies for
Diffusion Control in Delay and Disruption Tolerant
Networks

Diego Passos, Henrique Bueno, Etienne Oliveira aatioCAlbuguerque

Abstract— A Disruption Tolerant Network (DTN) is charac- « remote areas, where connections can only be established
terized by scenarios where end-to-end connectivity is rarely during short periods of time. These connections can be
available. Hence, in such networks, the use of existingd hoc periodically created according to the movement of ferry

routing protocols may result on poor performance, since they .
rely on the existence of an end-to-end path between the source nodes [18]. These nodes are responsible for data transfer

and destination nodes. This paper proposes a DTN routing between remote regions.
strategy called DRAIN. Differently from other proposals based In DTNSs, acontact is established when two nodes share
on Epidemic routing, DRAIN considers realistic scenarios where 4 physical connection or when they are close enough to

nodes’ buffer capacity and link bandwidth are limited. Our . . .
performance analysis demonstrates the inefficacy of the Epidemic exchange information. One of the greatest challenges an thi

approach in scenarios under such constraints. However, throuy ki”‘_j of network i$ packetc r_outing. Th_iS p_roblem can b_e
a controlled packet diffusion and a quantitative packet deliver mainly addressed in two distinct scenarios: it can be studie

estimate, DRAIN is able to present good delivery rates in the same considering scenarios where the knowledge of the network
conditions, as well as a lower consumption of network resources. giate (establishment of contacts and traffic demand) can be
predicted at any instant in time, or considering that no acint
Index Terms— Delay and Disruption Tolerant Networks, Epi-  information is available. The former scenario is known as de
demic Routing, Routing Protocol. terministic, whereas the latter is known as stochasticaGle
stochastic scenarios characterize a more complex problem.
|. INTRODUCTION One of the main routing protocols for DTN in stochastic
ACKET routing is a key topic in computer networks. Thisscenarios is the Epidemic routing [14]. When two nodesd
problem has already been deeply investigateddrhoc b establish a contact, forwards tob all packets in its transmit
networks and several routing protocols have been proposkdffer, except for those that are alreadybinand vice versa.
such as OLSR (Optimized Link State Routing) [3], AODV (AdTherefore, as nodes move, contacts are established, packet
hoc On-Demand Distance Vector) [12], DSR (Dynamic Sourege diffused and, eventually, their destinations are regch
Routing) [7] and many others [5]. All these protocols sugpos The Epidemic routing strategy consumes excessive network
the existence of an end-to-end path between any two nodesources, compromising its delivery rate in scenariosrevhe
in the network. However, in scenarios where disconnectionsdes’ storage capacity and link bandwidth are limited.
and high delays are frequent, it can be impracticable toThere are a number of recent routing protocols proposed
use traditionalad hoc routing protocols. Networks with suchfor DTN [2], [9], [11], [13], [15], [16], [21], [19]. These
intermittent connectivity are known as Delay and Disruptioprotocols, differently from Epidemic routing, exhibit awer

Tolerant Networks (DTN). consumption of networks resources, by controlling and re-
There are several scenarios where DTN networks can $fgicting packet diffusion in various ways. However, a rimgs
applied: characteristic in all these works is the expected value ef th

. forest parks, where there is no communication infrastrupacket delivery rate. . _
ture and data exchange through amh hoc network is ~ This work proposes the Delivery Rate Aware routing pro-
difficult because of natural barriers: tocol for Intermittent Networks, hereinafter referred te a

« mobile sensor networks, where nodes can be disperd®@AIN, a packet routing strategy for DTN stochastic scenar-
in a vast region. In this case, nodes can be programm€§- Furthermore, it considers scenarios where nodesagtor
to periodically turn off themselves to reduce energgapacity and link bandwidth are limited. In such scenarios,
consumption, causing network disconnections; Epidemic routing presents an excessive resource consompti

« areas of climatic disaster or under war, where the commyyhich can result on low packet delivery rates, as shown
nication infrastructure has been destroyed and end-to-dAdSection IV-C.2. With DRAIN, packet diffusion happens

connectivity between nodes is not guaranteed becausdbf controlled way, reducing network resource consumption
physical obstacles; without losing the focus on reaching a high delivery rate.
To evaluate the performance of the proposal, several ex-
This work was partially supported by IBGE, CNPq, FAPERJ, @BE.  periments were performed using the ns-2 simulator [4]. A
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results, Epidemic routing and oracle modules were also imdll occur, what is the buffer occupation of a node at any
plemented. time and what is the traffic demand at any moment. Despite
This paper is organized in 5 sections. Section Il presergenerating good results, oracle implementations are @si-fe
state of the art in DTN routing protocols. Section Ill pretsenble in practice, since they suppose knowledge about mpbilit
the DRAIN proposal and its implementation characteristicpatterns and nodes’ connectivity.
Section IV presents the performance evaluation. Finakkg-S  The Prioritized Epidemic Routing protocol [21] priorizes
tion V presents the conclusions and future work. messages (bundles) for transmission and deletion based upo
four inputs: current cost to destination, current cost torce,
expiry time and generation time. Internode costs are based
on a metric called average availability (AA) which attempts
DTN networks face a number of challenges. In [17], authotg measure the average fraction of time in the near future
discuss why conventional internet protocols are not applee that the link will be available for use. Each link's AA is
to this type of network. Currently a number of projects thafpidemically disseminated to all nodes. The MaxProp [1] and
implement DTN have been developed. The SeNDT's (SengRAPID [19] routing protocols were deployed on a vehicular
Networking with Delay Tolerance) [10] project objective iDTN testbed called UMassDieselNet. This network consists
to evaluate the quality of water in lakes and noise pollutiogf buses carriyng 802.11b radios and computers that inter-
on roads. ZebraNet [8] project utilizes wireless sensors fhittently establish a contact with each other, and covers a
zebras to monitor the animals’ typical locations. Inforimat 150 square-mile area around Amhest, M.A. MaxProp classifies
are stored in the sensors until a contact with a base staiion fhessages based on a codélijery likelihood) assigned to
with another zebra sensor) happens. each destination, and uses acknowledgments to notify messa
This work addresses the challenge of DTN routing for whicheliveries. RAPID can optimize a specific routing metric by
various proposals have been recently investigated [14], [Zreating DTN routing as a resource allocation problem. A per
[9], [11], [13], [15], [16]. Epidemic routing, introducedhi packet utility determines how packets should be replicated
[14], works by distributing application messages amongesodSimilarly to the DRAIN proposal, [1] considers that nodes’
in a network partition. When a node moves towards anotheiobility and traffic demand are unknown and nodes’ storage
partition, packets are diffused. Through these transfiveket capacity is limited.
exchanges, messages can reach their destinations. A proble Differently from the works presented in this section, DRAIN
with this strategy is the excessive consumption of netwoe§ms at improving network performance through a quariati
resources, since data is replicated each time a contactsoccevaluation of the packet delivery rate in scenarios whefiebu
Moreover, in limited-resource scenarios (in terms of gierasize and bandwidth are limited.
and bandwidth), packet delivery rate could be unsatisfying
This characteristic will be demonstrated in Section IV-C.2 IIl. DRAIN PROPOSAL
There are some variations of the Epidemic routing which ) )
aim at reducing packet replication through controlledwiff DRAIN is composed by a set of packet scheduling and
sion [2], [9], [11], [13], [15], [16], [21]. In other words, d|_scard pol_|C|es. The_ldeg is to_restnct_message dlffu_scmpe
they employ algorithms that decide if a packet should %nh_out losing the objective oflngrc_easm_g packet deliveate.
replicated or not when a contact occurs. Moreover, sori@sically, the proposal can be divided in three modules:
proposals consider the use special control packets, kn@wn as @ probability attribution module;
anti-packets [14], [17], [1], to reduce the number of cogiés « @ module to decide which packets should be sent when
each message in the network. These anti-packets are diffuse @ contact occurs; and
through the network when a packet reaches its destinatiom. T + @ module to choose which packets should be discarded
anti-packet has the same id of the data packet that reaches th (when needed).
destination and indicates to other network nodes that tkee da The first item refers to the delivery probability metric used
packet has been delivered and its copies can be discardedoy DRAIN to take its decisions. As the name suggests, this
Another approach to reduce the impact of flooding messagaesdule will infer message delivery probabilities. Latdrist
and also improve the performance is to forward messagafrmation will be used for classifying packets’ priogs with
only if some condition is met usingltility-based or History- respect to the contacts. The probability attribution mesma
based routing methods. In [9], [20], [8], nodes maintain awill be explained in details in Section III-B.
utility value for every other node in the network that is Another characteristic of the scenarios considered in this
used to decide whether or not messages should be forwardedrk is the fact that link bandwidth is limited, what is a more
However, in this kind of scheme a utility threshold shouldealistic situation. This means that, when a contact hagpen
be determined and, depending on the value, the scheme mayode may not be able to transfer all packets in its buffer.
present a behavior like the epidemic routing or may increabkence, a strategy without a packet scheduling policy to shoo
the delay substantially. which packets should be sent when a contact occurs can lose
The work presented in [6] uses oracles in DTN routingppportunities to send messages, especially when shagt-tim
Oracles are assumed to have complete knowledge of currlemt-bandwidth contacts happen.
and future network connectivity state. Oracles can forainse This can be verified by taking a simple example. Suppose
give information about: when a contact between two nodesdess andb establish a contact for a period of time sufficient

IIl. RELATED WORK
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only for nodea to send 10 messages. However, it is possibthe identifier of the source node and, as the packet travels,
that the eleventh packet ai's buffer is exactly addressed foreach intermediate node should insert its own identifierhin t
nodeb. Therefore, node will lose an opportunity to send this worst case, the route vector size grows up to the network size
packet to its final destination. The anti-packet format is identical. However, some fields

This example, although simple, illustrates a common DTWNill have a different meaning. The sequence number should
situation. Sending opportunities should be taken, sin¢base be exactly the same as the one contained in the arriving data
networks contacts can be rare. Therefore, a packet schgdupacket. On the other hand, source and destination fieldddshou
policy is essential. In DRAIN, the set of rules used by thbe exchanged. This ensures that an intermediate node can
scheduler will be presented in Section IlI-C. identify the data packet associated to that anti-packee Th

The last item refers to a set of rules used to decide packgtglyload size field should be reset, indicating that this is an
discard priorities. In the considered scenarios, the size anti-packet. Thus, the payload should be null.
buffers available to store messages in each node is limitedFinally, the route vector should be initialized by the anti-
Therefore, it is possible that, at some moment, a node wouyddcket source node with the same entries of route vector of
have to decide which packets should be kept in the buffer atiee correspondent data packet. Differently from what happe
which should be discarded. A possible approach would bewdth data packets, with anti-packets, this vector will net b
utilize a FIFO (First In First Out) policy. However, on Sexti  changed by intermediate nodes. The reason for this approach
[11-D it will be shown that discarding the oldest packet mayvill be explained in Section IlI-B.
not be ideal.

A fourth protocol functionality is the utilization of anti- B. Probability Attribution

packets. As pointed out on Section Il, anti-packets areiapec In this section the metric used by the scheduling and

control messages of delivery confirmation. Whenever da&?scarding policies will be defined. This metric is based on

packets arrl\ée ‘? tht(_a r dekstltnatlgn,t thtls.t ngife ;hou:ﬂn gleery, message delivery probability for each destination.hEac
a correspondent anti-packet and start Its diftusion olng network node should keep a delivery probability estimate fo
network. This mechanism allows copies of data packets al

@ach other node. This estimate will assume an initial value
ready delivered to be removed from the buffers of interntedi

nodes faster releasing network resources. Moreover. i@ t nd, as some network events occur, this value can increase
! N9 . ou . ver, | r decrease. We also presume that every network node has
proposal anti-packets are utilized to infer delivery piubty.

. . . . capacity to store this delivery probability estimate forckea
In Se.ctlon.III-A, the anti-packet format and its usage wil bother node. Denoting by, an estimate of node about its
explained in details.

message delivery probability to node the following events
and their respective actions can be defined:

A. Packet Format « Nodea enters the network. In this case, it is necessary
To implement the mechanisms and policies presented in the to assign some initial value to th®,, estimate for every
following sections, some information needs to be carrigd in nodeb. The best initial value is possibly scenario depen-
data packets that travel through the network. In this sectio  dent. Hence, we propose the utilization of a parameter

the format of the data packets used by the DRAIN proposal A, ranging from0 to 1. Therefore, for each node on

is defined. network:
Figure 1 illustrates the required fields for each data messag Pop — A
« Source: address or unique identifier of the packet source, Node o receives an anti-packet and verifies that its own
nodg; i . . . identifier is on then-th position of the route vector. That
. Dest.|nat.|on: address or unique identifier of the packet ,aans node has been successfully used to deliver the
destination node; message. Therefore, denoting bthe anti-packet source

« Sequence number: communication sequence number be-
tween source and destination nodes;

o Hop number: the number of hops that the packet has
traveled; Pap < Pap - (1 —a™) +a™.

« Payload size;

« the payload itself; and

« Route Vector: a vector storing the route which the packet
has traveled.

The three first items (source, destination and sequence num- Source | Destination | Sequence Number
ber) uniquely identify a packet in the network. The hop count Hop Number Payload Size
field is initialized with zero when the message is created in
the source node and should be increased by each intermediate
router. The hop count determines the length of the routeovect
field and the payload size determines the number of bytes of Route Vector
the following field, which stores the application messagee T
last field stores a route vector that should be initializethwiFig. 1. DRAIN data packet format.

node, the estimate should be increased by de following
expression:

In this expressiongo is a configurable parameter that
determines the weight of the old estimate. The option

Payload
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of raising « to the power ofn is justified by the fact end-to-end paths are rare, this information can not be shfiu
that the last nodes on a route used to deliver the daficiently through traditional mechanisms, such as omjina
packet are, probably, the nodes with higher probabilityroadcast algorithms used &l hoc networks, for example.
of establishing a contact with destination node and, Once routing data has been exchanged, it is possible to use
consequently, with better delivery probability; it to infer the best subset of messages to be sent. Hence, it
« Node a receives an anti-packet and verifies that its necessary to define a value called Accumulated Delivery
identifier is not on the route vector. That means nade Probability (ADP). For every message M in the buffer, an
was not used on the data packet delivery route. Therefofegcumulated Delivery Probability will be associated, and
denoting byb the anti-packet source node, the estimaieitially assigned to0. Every time the message is replicated
should be decreased by the following expression: to a neighbor its ADP should be updated. This update should
Pay — Puy- (1 — a1); follow the rule:
« Node a establishes a contact with destination ndde ADPy +— Min{ADPy + Py, 1},
e e e et dentes e destnaio of messageand dente
o transmit tob): i neighbor to which the message is being replicated.
' The value ADP); is an estimate of the probability of
Py, — Min{Py, - (1+ «),1}; messagel/ be delivered to its final destinatian given that it
) i . has been replicated to a set of nodes. The objective of ADP is
« Nodea discards a data packet destined to nodm this  , jngicate when to stop replicating the messade thereby
case, since: is discarding a packet without receiving a,,ntroling the diffusion scope. So, there is no need to use
delivery confirmation, it may suppose that this message, iher mechanism to control packet lifetime, such as TTL
did not reach its destination. Hence, it is reasonable ﬂﬁ{ime To Live) or maximum hop counter.
the delivery estimate to nodeshould be decreased: Hence, it is possible to define new priority classes. Since
Py — Py - (1 —a);and DRAIN utilizes anti-packets as a resource release meafmanis
it is important to diffuse these messages. Therefore, #iter
« Nodea discards an anti-packet in which the destinatioBre\,iOUS message exchanges, all anti-packets with Accumu-
field stores nodé identifier. Since one of the functions of|gteq Delivery Probability lower thaw should be replicated.
anti-packets is to indicate to the source of the data packgter that, if there are anti-packets destined to the curren
(in this case, nodé) that its message was delivered, itkontact not yet sent, they should be sent now.
is reasonable to suppose that an anti-packet discard ifter the transmission of these anti-packets, nodes should
equivalent to a data packet discard. However, obviousiyart data packet replication. This means that all dataqtack
data packets have a bigger importance. Therefore, i Accumulated Delivery Probability lower thah should

decrease applied in this case is: (if possible) be sent. The order of packet transmission ig th
Py« Puy- (1- ) class tries to maximize the Accumulated Delivery Probghili
In other words, packets belonging to this class should ledor
where < a. in non-increasing order of the following value:

Clearly, the effects of the presented definitions are depen-
dent on parameters, o and 8. On Section IV, simulations
with different values for these parameters will be presnteyhere, againge denotes the destination of pack&f and b

ADPy; + Py,

allowing an evaluation of DRAIN sensitivity to them. denotes its neighbor.
If a contact lasts long enough, all packets from the previous
C. Packet Scheduling Policy classes can be transmitted. In this case, nodes may utiléze t

As explained before, the packet scheduling policy propos€antact time to exchange the remaining anti-packets.
in this paper refers to a set of rules that determines nodedn brief, when a contact occurs, a node should follow the
actions when a contact occurs. When a contact happens, tARSsage transmission steps below:
policy will determine the transmission priority of each et 1) Send all data packets destined to the node that estab-

in the buffer. lished the contact. These packets should be delivered
A reasonable first rule is to give priority to packets destine in an Accumulated Delivery Probability non-increasing
to the current contact. In other words, if noddnas a contact order;

with nodeb, a should initially transmit all packets destined to 2) Send routing information. In other words, send the
b. The reason for this is that each opportunity of deliberytmus delivery probability estimates;
be taken, so it is preferable to transmit a duplicate meskage 3) Send all anti-packets with Accumulated Delivery Prob-

its destionation. ability lower thanw.
After this initial transmission of packets destined toit 4) Send all anti-packets destined to the node that estab-
is necessary for nodes to exchange their delivery prolabili lished the contact. Again, inside this message class,

estimates. This exchange is necessary because, through thi messages with lower Accumulated Delivery Probability
process, routing data is diffused among nodes. Since in DTNs value should be delivered first;
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5) Send all data packets with Accumulated Delivery Prolgiven its wide use and reliability. However, to the present
ability lower thanl. Packets of this group are sorted irtime, ns-2 does not offer official support for DTN simulaton
a non-increasing order oAD Py, + Py, value; and Hence, it was necessary to develop modules to cope with
6) Finally, send other anti-packets, following again athe specific characteristics of DTN, such as the store-carry
Accumulated Delivery Probability non-decreasing ordeforward paradigm. The main goal of this evaluation is to
Although these rules are presented here as phases, pagform a comparison between the DRAIN proposal and the
priorities must be evaluated for every packet sent. Foaimst, traditional Epidemic routing. Therefore, both Epidemicdan
if a node is currently sending anti-packets with ADP lowelPRAIN routing modules have been implemented.
thanw (third rule) and a data packet destined to the node that
established the contact arrives (first rule), this new piabke A Smulation Environment

priority and, hence, should be the next to be sent. o ) )
It is also important to notice that the route vector should Usually, DTN scenarios involve wireless links. However,

be verified before a packet is transmitted. If the identifigeveral of the possible DTN scenarios do not involve only
of the current contact is already present on the vector, thdreless links. In the simulation scenarios considereds her
node should not send the packet, since this would charaetetfe adopted link and physical layers have been simplified to
a loop. Therefore, in this situation, another packet must §&hibit the following generic characteristics:

chosen. « There is no packet loss model. Both the link and physical
. . layers are believed to be completely reliable. Hence, the
D. Packet Discard Policy only reason for a packet to be lost is due to buffer

On Section 1lI-C, nodes’ actions during a contact were overflow;
discussed. However, only the aspects referring the order ine Every node has a fixed transmission rate, which is fully
which messages should be transmitted to neighbors were usable by the network layer. In other words, there is no
discussed. In fact, supposing that nodes storage capacity i overhead due to the lower layers and the distance between
finite, there should be also priorities to discard messages, nodes does not interfere with the throughput;

because eventually nodes’ buffer will be exhausted. « When there are simultaneous contacts, the available band-
Hence, DRAIN defines the following three discard priority  width is equally divided by each contact. For instance, if
classes (in precedence order): the transmission rate is 400 Kbps and the node has 2

1) Data packets which associated anti-packet has already simultaneous contacts, the available bandwidth for each
been received can obviously be discarded. This discard contact will be 200 Kbps; and
should happen as soon as the anti-packet is received. « A packet cannot not be fragmented. In other words,
2) If anti-packets occupy more than 10% of the buffer, then  within a contact a packet has to be completely transmit-
anti-packets in excess have discard priority. In this case, ted, or not transmitted at all.
discards should be done in non-increasing order of thegven though these assumptions are not completely realistic
following greatness: they are used for the evaluation of both Epidemic and DRAIN,
§ = Hops *t, which guarantees a fair comparison.
Whgre Hops denotes the number of hops which th%. Smulation Scenarios
anti-packet copy passed ardrepresents the amount
of time that the message is in the node’s buffer. This The results presented in this section refer to a total of

definition performs a balancing between anti-packefiye different (although statistically similar) scenaridhese
diffusion degree (given by the hops value) and ho®cenarios model communications in DTN environments such

node’s resources are occupied (over time). as forest parks and were generated using the parameters
3) If still necessary, discard data packets which destinatishown on Table I. For every node, a random movement is
has lower delivery probability (among all estimates frorghosen (direction, speed and duration). When the node reache
the node). These packets should be discarded in ndtg- destination, another movement is picked. This procsss i
increasing order of Accumulated Delivery Probability. repeated until the end of the simulation time. The traffic
Clearly, this discard policy assigns a lower importance @stribution is uniformly random. After a short random ialt
anti-packets than to data packets. That is reasonablee siflglay (between 0 and 1 second), a pair of nodes is chosen
anti-packets are just an overhead associated with the pedpo€Very second and a message is generated to be transmitted
mechanisms. On the other hand, data packets are considerfBfween then. Every pair is selected exactly once. Heneeg th
larger than anti-packets. Therefore, even the discard afuit IS @ total load of 210 packets on the network. These traffic
packets may not be effective. This justifies the option of ng@rameters, as well as the mobility ones, are based on the

discarding anti-packets if they occupy 10% or less of buffécenarios evaluated on [14].
space. Since nodes’ messages and movement are randomly chosen,

five different scenarios were generated to avoid tendestieu
IV. PERFORMANCEEVALUATION sults. Table Il shows statistical information about thetaots
To evaluate the performance of DRAIN, ns-2 simulationsn each scenario. It is worth pointing out that these kind of
were used. The ns-2 is a natural choice for a network simulaszenarios (with random mobility patterns) are the worsesas
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TABLE |

llI-D, the Packet Discard Policy will manage buffer space
PARAMETERS USED FOR GENERATING THE EVALUATED SCENARIOS

and discard packets or anti-packets due to the priorityseks

Item Description previously defined.
Number of Nodes 15 All the possible combinations of these values were evatliate
Scenario Dimensions (m 1500 x 300 in all 5 scenarios, in a total of 390 simulations. Table libsis
S'mlljrlatignpggirt?éfn ) Randomly fhgggn (uniformly) the obtained results for the best 10 combinatiorihe fi_rst
Nodes Speed (m/s) | Uniformly distributed in[10; 20] three columns show the values @f 3 and A. The next five
Messages Size (bytes) 1 000 columns show the percentage of delivered packets for each
Transmit Rate Variable scenario, while the last two show the average for all scesari
Buffer Size Variable and standard deviation, respectively. The average valie wa

used to order the table and to define the 10 best combinations.
) o The six best results use= 0.70 and the three first positions
for the DRAIN proposal, since the “routes” are not maintaine,se, — (.45. As for the 3 parameter, there are 4 occurrences
during the simulations. A scenario with better defined mnbil of /10 and three occurrences of the other values. Apparently,
patterns, such as scenarios based on cyclic movements'yse of a higher initial estimate allows DRAIN to converge
ferry nodes, would be more suitable, because it would alloysier, making the routing rules more effective. The same
DRAIN's delivery probability learning process to converge gseems to be apply to. With a high value ofa, changes
on the probabilities’ estimates happen faster.
Figure 2 shows the delivery results for all combinations in
which X is 0.70. It is difficult to point out the best value for
the parameter3. However, the three curves present a very

TABLE I
STATISTICAL ANALYSIS OF EACH SCENARIO.

Scenario Number of Ave_rage o similar behavior with respect ta. It is also noticeable that
Contacts Duration (s) , ) ¢ !
changing the value af causes a higher impact on the delivery
1 2 492 30.21 25.83 than changing3. In conclusion, DRAIN parameters are set to
2 2 522 29.64 27.69 o =0.45, 3 =0.225 A= 0.7 andw = 0.1 in all simulations.
3 2408 32.28 30.20 2) Epidemic Limitations: To demonstrate the poor perfor-
4 2441 29.65 27.63 mance of Epidemic routing on environments with bandwidth
5 2 454 3111 27.85 and storage restrictions, a set of simulations was perférme
where both available bandwidth and buffer size were simul-
taneously varied. The bandwidth values ranged from 100 B/s
C. Results to 1 KB/s, while the storage capacity assumed values between

] . ] . 10 and 400 packets.

Four series of simulations were performed. The first seriesThe result of these simulations is plotted on the graph
has the objective of analyzing the impact_and sensitivity Figure 3. When both bandwidth and storage capacity are
of DRAIN parameters. In the second, we intend to sholjgely available, Epidemic routing easily achieves 100% of
the limitations of the Epidemic routing on scenarios Wher@elivery. If we keep the buffer size fixed on 400 packets and

bandwidth and storage capacity are restricted. In the Vest tgiy ¢ decreasing the bandwidth, the resulting packet egliv
series, the goal is to compare the results from both DRA'Nops exponentially.

and Epidemic solutions when storage capacity and bandwidth
availability (respectively) are varied. 1The remaining 380 combinations resulted in lower packet egliv

1) Sensitivity to DRAIN Parameters. Before comparing
DRAIN and Epidemic routing, it is important to evaluate
the impact of varying the parameters defined on DRAIN’s 80
proposal. On the simulations presented in this section, the
parametera assumed values ranging from05 to 0.50, in
increments 0f.05. For each possible value of the parameter
(3 assumed the values af/10, /5 and «/2. As for the
parameter\, in this simulations it assumed the values ranging
from 0.10 to 0.70, in increments 0f).05. After running some
preliminary simulations the parameterwas set ta).1.

Nodes bandwidth is set to 10 KB/s, while each buffer
comports 10 packets. These values were chosen in order to
eliminate bandwidth constrained problem during these simu
lation series. With a bandwidth of 10 KB/s, a packet length

78

76

Delivery (%)

74 b

72 |

of 1 KB and an average connection duration of approximately 005 01 015 o0z 025 03 03 04 o045 05
30 seconds, it is possible to transmit 300 packets durinh eac Value of

connection opportunity, nev_ertheless each nOde_ can_stﬂrye Q_:ig. 2. Delivery in function of the value o when X is kept constant in
10 packets (packets or anti-packets). As described in @ecto.70.

70 I I I
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TABLE Il
SUMMARY OF PACKET DELIVERY ON EACH SCENARIO WITH EACH COMBINATION OF PARAMETERS

Q 16} A 1 2 3 4 5 Average | o
0.45] 0.225| 0.70 | 79.05| 81.90| 80.00| 77.62| 75.24| 78.76 | 2.25
0.45| 0.045| 0.70 | 80.95| 79.52| 77.14| 77.14| 76.67| 78.29 | 1.67
0.45| 0.090| 0.70 | 80.95| 77.14| 75.71| 77.62| 78.57| 78.00 | 1.74
0.50| 0.100| 0.70 | 81.90| 77.14| 76.19| 77.14| 76.67| 77.81 | 2.08
0.50| 0.050| 0.70 | 81.90| 76.19| 77.14| 78.10| 73.81| 77.43 | 2.65
0.50| 0.250| 0.70 | 76.67| 80.95| 75.71| 74.76 | 7857 | 77.33 | 2.20
0.45| 0.225| 0.60 | 75.71| 76.67 | 71.43| 82.38| 77.62| 76.76 | 3.52
0.45| 0.090| 0.60 | 76.19| 74.29| 73.33| 80.95| 79.05| 76.76 | 2.86
0.45| 0.045| 0.55| 77.14| 72.86| 71.43| 76.19| 83.81| 76.29 | 4.31
0.45| 0.045| 0.60 | 72.38| 73.81| 74.76 | 80.95| 77.14| 75.81 | 3.00
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Fig. 3. Epidemic delivery rate in function of bandwidth andfeusize. Fig. 4. Ratio of delivery rate between DRAIN and Epidemic hogitin

function of buffer size.

If, instead, we maintain the bandwidth fixed on 1 KB/s and
decrease buffer capacity, the curve stays constant at 1009gfidence interval. Clearly, the delivery rate with DRAIN
delivery until the buffer size reaches 100 packets. Thipeap Was not inferior for any scenario or buffer size. Specially
because, for this scenario, a buffer of 100 packets is velgti When buffer size is less than 50 packets, DRAIN achieved
large (considering the total amount of 210 packets gerdyatean improvement of more than 20% on average. Moreover,
However, from this point on, if buffer sizes continue to bé&e graph shows a tendency of increase in the percentage
decreased, the packet delivery drops extremely fast. difference between DRAIN and Epidemic routing with the
As we restrict both bandwidth and storage simultaneousfgcrease of buffer size. Furthermore, DRAIN routing aciev
Epidemic delivery rate easily gets below 50%. In the extrend®0% of packet delivery for every scenario when buffer size
case, when buffer size reaches 10 packets and bandwidthv&s equal to or higher than 30 packets. As for the Epidemic
limited to 100 B/s, Epidemic routing is able to deliver onlyouting, for a buffer size of 30 packets, it only achieved 80%
19% of the packets. The graph also shows that the performafédackets delivery.
of Epidemic routing suffers more when bandwidth is restidct ~ Table IV summarizes the packet discard statistics for each
than when storage capacity is limited. scenario. The last column shows the difference between the
3) Impact of Limited Buffer Capacity: In this series, nodes number of packets discarded with DRAIN and Epidemic
buffer capacity has been varied from 10 to 400 packets. Asuting. When buffer size is 400 packets, Epidemic routing
stated in Section IV-B, the total number of data packetioes not discard any packets and, therefore, this differenc
generated is 210. Hence, for the Epidemic routing, a 4@0 Once again, this happens because, for the Epidemic gutin
packet buffer is virtually infinity. However, this may not bee a 400 packets buffer is infinity.
for the DRAIN routing, since for every delivered data packet However, for buffer sizes equal to or less than 200 packets
corresponding anti-packet is injected into the networktiy  (i.e., when the buffer is not infinity for the Epidemic roujn
this simulations, all nodes from Epidemic and DRAIN routinghe Epidemic strategy causes a considerable higher nunfiber o
protocols were configured to use a bandwidth of 10 KB/s. discards. This shows that, although DRAIN'’s discard policy
Figure 4 shows the ratio of packets delivered with thieas a higher computational cost, it must be used considerabl
DRAIN and Epidemic routing. The results are based on thess times, when compared with the Epidemic policy. If we
average of the five scenarios and the bars show the 9%8ke buffer size equals to 50, for instance, the Epidemic
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TABLE IV
SUMMARY OF PACKET DISCARD ON EACH SCENARIO IN FUNCTION OF
STORAGE CAPACITY.

with Epidemic.

This metric can be quite important, because the power
consumption of the nodes is proportional to the number
of transmissions. Hence, for scenarios where energy is a

Scen. ngeer DRAIN | Epidemic | Difference constraint, DRAIN routing would be a better choice from this
point of view.

1 %8 % ggg 3(7, 322 é? %g 4) Impact of Limited Link Bandwidth: In the third series
1 50 503 105 118 | 104 615 of simulations, the buffer size has been kept constant in 200
1 100 0 111110 | 111110 packets, while the bandwidth varied from 100 B/s to 20 KB/s.
1 200 0 3 200 3 200 Although anti-packets consume bandwidth, the received ant
g %8 giég ‘71'3 ggg ;’g 3;‘31 packets are not considered for the delivery rate calculatio
2 50 613 104 076 | 103 463 All the other parameters have been kept with the same values
2 100 1 108 692 | 108 691 from the previous series.
2 200 0 3 099 3 099 The graph on Figure 6 shows the ratio between the de-
3 10 1953 | 460912 44 959 livery rate from DRAIN and Epidemic routing. For values
3 20 1 505 77 061 75 556 ; ; ; ;
3 50 484 104 382 | 103 898 of bandm_ndth h|gh_er than 9(_)0 B_/s, this ratio was always
3 100 1 107 872 | 107 871 constant in 1, that is, both Epidemic and DRAIN delivered all
3 200 0 3 043 3 043 packets. Nevertheless, the results show that, when battdwid
4 10 2 152 46 773 44 621 becomes a constraint, the performance difference between
4 20 1051 | 77208 76 157 DRAIN and Epidemic is even more accentuated. When the
4 50 464 106 188 | 105 724 available bandwidth is 200 B/s, DRAIN is able to deliver
4 100 0 108 356 108 356 . .
4 200 0 3136 3136 more than 1.5 times the number of packets delivered by the
5 10 2817 25 370 242 553 Epidemic routing in all scenarios.
5 20 4 567 80 083 75 516 If the bandwidth drops to 100 B/s (the lowest value used),
S 50 881 103 633 | 102 752 DRAIN achieves more than 3 times the Epidemic delivery
g %88 %3 lg7zg§5 13?72232 rate, again on all scenarios. In fact, with this bandwidthilev

DRAIN delivers more than 95% of the packets, Epidemic
routing cannot reach 30% of delivery rate. This shows the

. . . inefficacy of the Epidemic routing when bandwidth is a
routing discarded more than 100 times the number of paCkﬁFﬁiting factor.

discarded by DRAIN in any scenario.
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Fig. 6. Ratio of delivery rate between DRAIN and Epidemic nogitin
Fig. 5. Ratio of number of transmissions between DRAIN and &pid function of buffer size.
routing in function of buffer size.
As for the packet discard statistics, Table V shows that, in

Figure 5 shows a similar metric: the ratio of transmissionthis case, the difference between DRAIN and Epidemic rgutin
Each series in the graph represents the ratio between ihaot as impressive (in terms of absolute values) as when
number of transmissions with DRAIN and Epidemic routingpuffer space is restricted. With low bandwidth, both rogtin
in a different scenario. Once again, it is clear that the nrermbstrategies are unable to send many packets on each contact,
of transmissions with the Epidemic routing is considerablgnd therefore no discards happen. Also, as seen on Table IV,
higher than with DRAIN. The number of transmissions witlthe buffer size of 200 packets leads to low packets loss (or no
DRAIN is at least 80% lower, when compared with th@acket loss, in the case of DRAIN).
Epidemic routing. For most of the cases, the number of However, there is a clear increasing tendency of this dif-
transmissions with DRAIN is between 85% and 90% less th&&rence as the available bandwidth increases. While DRAIN
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TABLE V . : . .
more packets than the Epidemic routing. This happens due to
SUMMARY OF PACKET DISCARD ON EACH SCENARIO IN FUNCTION OF . .
the existence of the anti-packets. These packets tend to be
BANDWIDTH.
smaller than regular data packets and, thus, they demasd les
Scen. [ Bandwidth | DRAIN [ Epidemic | Difference bandwidth to be transmitted. On the other hand, when more

1 100 0 0 0 bandwidth becomes available, the Epidemic routing is able
1 51%%% 8 22336 22336 to send a larger number of packets on each contact. Since the
1 10 000 0 3 200 3 200 Epidemic routing does not control its diffusion, the ratods
1 20 000 0 7 293 7 293 to drop.
2 100 0 0 0
2 1000 0 243 243
2 5 000 0 1794 1794 V. CONCLUSIONS
2 10 000 0 3 099 3 099 This paper proposed a new routing strategy for Delay and
g 2%)80 8 6 882 6 382 Disruption Tolerant Networks called DRAIN. The objective
3 1000 0 161 161 of DRAIN is to perfor.m pack(_at routing _in scenar_io; where
3 5 000 0 1812 1812 nodes’ storage capacity and link bandwidth are limited. The
3 10 000 0 3043 3043 main focus was to reduce network resource consumption while
3 20 000 0 7586 7586 still reaching a high delivery rate. This work also presdnte
j 118(?0 8 1(;5 135 arguments and simulation results to explain and demoasstrat
4 5 000 0 1 950 1 950 the inefficacy of Epidemic routing on environments where
4 10 000 0 3136 3136 resources are restricted.
4 20 000 0 7 989 7 989 Differently from other works, this strategy uses a quanti-
S 100 0 0 0 tative evaluation of delivery probability. Hence, good tesi
5 1000 0 144 144 can be chosen through the association of probabilities with
5 5 000 0 2078 2078 t K ts. This all des to ch heth t
5 10 000 0 3232 3232 network events. This allows nodes to choose whether or no
5 20 000 0 7 694 7 694 they should transmit a packet and which packets should be

sent in a given contact based on historical data. Using tiis a
proach, nodes may avoid wasting bandwidth and buffer space

remains with no packet discards as more bandwidth becons@§ding or receiving unnecessary packets, thereby impgovi
available, the Epidemic routing has the chance of sendifgtwork resource utilization. With a better use of resosirce
more unnecessary packets, increasing the probability fiébu @n improvement on other metrics, such as the delivery rate,
overflows. was obtained.
Three series of simulations were executed to measure the
P e — performance of DRAIN. The first one evaluated DRAIN
5522228%?1'?[1' | parameters, allowing us to understand how they affect the
Scenario 5 —a-- convergence from the probability estimates. The second se-
1 ries evaluated DRAIN and Epidemic strategies in scenarios
where storage capacity is limited. Results showed that DRAI
presented considerable performance improvement, when com
pared to Epidemic routing. In the third series, DRAIN and
Epidemic strategies were compared on scenarios where band-
width is a constraint factor. Once again, DRAIN obtained
better delivery results on all evaluated cases.
It was also noticeable that the percentage difference legtwe
—_— DRAIN and Epidemic routing delivery rates increases as both
%6 2000 4000 6000 8000 10000 12000 14000 16000 18000 20000 storage capacity and bandwidth restrictions grow. When the
Banduidh (Byesis buffer size is restricted, simulations results showed a 20%
Fig. 7. Ratio of number of transmissions between DRAIN and &pi¢ iImprovement with DRAIN. On the other hand, when the
routing in function of buffer size. constraint is bandwidth, DRAIN delivery rates were more
than 3 times better. It is important to notice that DRAIN was
Figure 7 shows the ratio between the number of transmittedaluated using random scenarios, which are not the be=s cas
packets with both DRAIN and Epidemic routing. All scenariofor the proposal. In scenarios with cyclical mobility patie
presented a very similar behavior. When the bandwidth @ ferry nodes, DRAIN would probably present even better
limited, the number of packets transmitted with DRAIN igesults.
considerably higher. With nodes bandwidth set to 100 B#s, fo Future work includes a more complete evaluation of the
instance, DRAIN transmits more than 3 times the number eftimates convergence and parameters sensibility, sueh as
transmitted packets by the Epidemic routing. However, as ti¥, A and w, in scenarios showing ferries, college campus,
bandwidth availability grows, this ratio drops exponelifia VANETs (Vehicular Ad-hoc NETworks) with inter-vehicular
The explanation is that with lower bandwidth DRAIN can sendommunications (or Car-to-Car, C2C) and vehicle-roadside
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communications (or Car-to-Infrastructure, C2l), and véige
networks. Both topics can be more deeply investigated, in or

der to allow scenario specific optimizations or a good generi
configuration of DRAIN. The computational cost of DRAIN'’S
priority rules also deserves further investigation, siticey

might become expensive as the number of packets increases.
Still in this line, a possibility is to perform an individual

evaluation of each one of DRAIN’s rules and mechanisms.
This way, it might be possible propose a less computatignal,
expensive set of rules, but still achieving a good delivate r
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