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Abstract - In this work, the concept of conditional Lempel­
Ziv encoder is presented. This concept is used to establish a 
variant of the Lempel-Ziv-Welch encoder (LZW). The prac­
tical performance of the new version is measured by using the 
Canterbury Corpus and it is compared to the performance 
of the LZTiV. The new version has shown an improvement 
around 10% over the LZn-, when compressing the Canter­
bury Corpus. 

Resumo - Este trabalho apresenta 0 conceito de codificador 
de Lempel-Ziv condicional. Este conceito e utilizado para 
estabelecer uma variante do codificador Lempel-Ziv-Welch 
(LZn'). 0 desempenho desta nova versao e avaliado, apli­
cando este compressor no Canterbury Corpus e comparado 
com 0 desempenho do LZTf. Esta nova versao apresenta 
urn ganho de aproximadamente 10% sobre 0 LZn', quando 
aplicado no Canterbury Corpus. 

Keywords: source coding, universal source coding, lossless 
data compression, string matching. 

1. INTRODUCTION 

In 1976 Lempel and Ziv proposed a complexity measure 
for finite sequences based on the string matching technique 
[I]. The results presented in that work showed that the string 
matching technique could be very useful to design univer­
sal source encoders. Using those concepts. Ziv and Lem­
pel introduced two encoders. which are known as LZi, and 
LZ,8 [2, 3]. The practical importance of these encoders is 
due mainly to the relationship of their low complexity and 
good performance. Following those works. many variants 
were proposed, some of them widely used in practice [4]. 

Let A be a set of cardinality (\ and let A x denote the set of 
all one-sided infinite sequences. Let p be a probability mea­
sure in AX. An information source is defined as a pair (A. p), 
where A is called the source alphabet. The semi-infinite se­
quence of random variables output by the source, drawn ac­
cording to p, is denoted by X { = XiX2 .... 

Let A * be the set of all finite sequences of symbol drawn 
from A. A lossless encoder C is a reversible transformation 
which maps any finite sequence u E A * (also called word) 
into a finite sequence of bits C( u) (also known as codeword). 

Let Xl' = Xl ... X n be a finite random sequence obtained 
from X IX and let xl' denote a realization of X r (with the con­
vention that for n = 0, xr denotes the empty sequence). Let 
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I-u Idenote the length of the sequence u, that is, the number of 
symbols in u.. Let A" be the set of all length n sequences. 

Source coding theory aims at minimizing E[!C(X{')IJ, 
where E denotes expectation. A fundamental result of the 
source coding theory establishes that for any lossless encoder 
C, it is true that E[IC(XI')IJ ::::- H(X{') ::::- nH(A,p), where 
H(X{'), the entropy of the random sequence Xl', is defined 
as 

H(X';') = L -Pr[X';' = xrJ log2 Pr[X';' = :rn (I) 
Xl' EAn 

and H (A, p). the source entropy, is defined as 

H(A,p) = lim H(X{') (2) 
n----t,x, n 

Many lossless encoders, Huffman Encoder and Arithmetic 
Encoder for instance. are such that E[IC(X{')IJ ~ H(X';') 
and the respective compression rate, E[ iC(~;;)I] (in bits per 
source symbol), converges to the source entropy, when n goes 
to infinity [5]. These are encoders designed for sources with 
an specific probability measure p which. whenever used to 
compress a source, with a different probability measure q, 
achieve perfromance that can be very poor. This mismatch 
poses strong limitations in practice. There is also the fact, 
that the source probability measure is just a model and it is 
unknown in many applications. Furthermore, there are many 
cases where an encoder is used to compress different kinds of 
data. drawn from different sources. A modem, [or instance, 
uses the same encoder to compress images, text, programs, 
etc. The universal source coding theory is a branch of the 
source coding theory which addresses problems such as this. 
Its aim is to search for encoders which achieve good results 
for any source belonging to a given class of sources. 

To find the best compression rate which can be attained 
by a lossless encoder, for a given class of sources, is a cen­
tral question in universal source coding theory. An interesting 
result from this theory shows that it is possible to design loss­
less encoders that are optimal in the sense that their compres­
sion rates converge to the source entropy for many classes of 
sources. This result might lead us to the wrong assumption 
that there is no penalty in selecting a lossless universal en­
coder as opposed to using a lossless encoder whose design 
relies on the source probability measure. The problem with 
this assumption is that the optimality criterion which guar­
antees the convergence of the compression rate disregard the 
speed of convergence. The compression rate can converge 
to the source entropy. but if the convergency is too slow, the 
encoder will be useless, since in practice we deal with finite 
sequences. Therefore. a better criterion for an universal en­
coder is the asymptotic behavior of its compression rate with 
respect to a class of sources (instead of the limit of conver­
gence - H (A, p) ). Using this criterion, it can be shown that 
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there is no universal encoder which achieves the best perfor­
mance (~ H (Xf)) for any source in a given class of sources. 

In [3J it was shown that for any ergodic source (A,p). the 

LZ78 compression rate, ILZ7;;xr l l , converges to H(A,p). 
almost surely. In [6J it was shown that for any stationary 

ILZ--( x n li source (A,p), the LZ77 compression rate, I ~,' 1 • con­
verges to H(A,p), in probability. However, recently it was 
shown that the compression rates of these encoders do not 
converge as fast as it could, that is, there are universal en­
coders whose compression rates converge faster [7]. The 
disadvantage of these encoders, for which the compression 
rates converge faster, is their high computational complex­
ity. Therefore, the LZ78 and the LZ77 are yet used in many 
applications. 

The present work proposes a procedure to improve the per­
formance of string match encoders. The rationale behind 
the proposition is briefly discussed next. Let C be a se­
quential encoder via string matching (e.g. the LZ77 or the 
LZ78). Given a realization xl', C parses the sequence in 
m = m.c(xl1) phrases Sl = X~2, S2 = x~tn2"'" Sm = 

n,+= h h h j. 1 hat ix 1+	 ' were eac prase s, = Xi' Z < + ni, t at IS,n m 
each phrase is a simple reproduction of a past string in the 
sequence. After that, the encoder C encodes each phrase S i­

using a dictionary of strings, based on the past. In generaL 
the well known string matching encoders, such as LZ77 and 
LZ78. do not use the knowledge of the phrase S i-1 to encode 
the phrase Sf. In [8J it was developed an algorithm, based on 
the LZ77 which uses the phrase 8i-1 to encode the string Si. 

This encoder was called LZp and preliminary results have 
shown a good performance. In this work, it is shown a gen­
eral description of the string matching encoders which use 
the knowledge of the phrase Si-1 to encode the phrase Si. 

which is called here Conditional Lenipel-Ziv Encoders. This 
technique is used to improve the performance of the LZlr 
encoder - the most used version of the LZ78. 

Section 2 presents the general model of a sequential string 
matching encoder and gives three examples, LZ77, LZ78. 
LZW. The general description of the Conditional Lempel­
Ziv is given in Section 3. Section 4 is devoted to practical 
implementations and their results. Section 5 presents the con­
clusion. 

2.	 SEQUENTIAL STRING MATCHING 
ENCODER 

A sequential string matching encoder uses a dictionary of 
strings, derived from the part of sequence which was already 
encoded to encode the part of the sequence which remains to 
be coded. At the first step, the encoder establishes an initial 
dictionary which is used to compute the first phrase. The 
dictionary is then updated, at each step. 

Figure I shows a generic step i of a sequential string 
matching encoder. The sequence X ~'i represents the part of 
the sequence xl' which was encoded before step i. The part 
of sequence which remains to be coded is denoted by x l\ni . 
The box called "Dictionary" builds, using the sequence :£ ~'i , 

the updated dictionary D i which is used in step i. The box 
"Next Phrase" establishes the phrase s, = X~'~";,'i which is 

si CD; (Si)X?+l1i Next -- CodePhrase 

:r l1 i 

1 Dictionary 
Di 

Figure 1. Sequential string matching encoders. 

parsed off the sequence x l\n, in step i. 111e box "Code" en­
code the phrase s, into its codeword CD, (s.), using a map 
which is dependent of the dictionary D i. In general, the code 
Co, is very simple and does not relies on any type of statistic 
measure. In fact. this is the simplicity that guarantees the low 
complexity of the encoder. 

Following the general model, it is possible to define dif­
ferent sequential string matching encoders. An encoder is 
characterized when the four procedures below are specified. 

I.	 Procedure to build the initial dictionary: 

2.	 Procedure to build the dictionary D i, which can either 
be an update procedure built upon D i - 1 and X~11+i, or a 
simple procedure, that uses just the sequence x ~'1+i . 

3. Procedure to find the next phrase S i, using the dictionary 
o; 

4.	 Procedure CD, to encode Si. 

The LZ77 and the LZ78 are examples of sequential string 
matching encoders. Therefore one can define these encoders 
just settling those four procedures. Several Lempel-Ziv vari­
ations are described next. In all cases the parameter ti 1 (to be 
defined) is set equal to zero. 

LZ77 

I.	 Initial Dictionary: D 1 = A. 

2.	 Dictionary D : D, = {uv : u = x]', v E A, j :s: tu , k 2: 
n., -I}. 

3. Next Phrase:	 S i is the longest prefix of x1\ni which be­
longs to D i , 

4.	 Code CD,: Since s, E D i , there is an integer j :s: n, 
such that s, = X]:v. v E A. The phrase s: is encoded by 
an integer code of k - j + 1, a simple code of j plus a 
simple code (fixed length) of c, 

It is important to point out that, since u = 0when k assume 
the value j - 1 the alphabet A is a subset of the dictionary 
D, = {vv : u = xJ,v E A, j :s: ru, k 2: ti; -I}. Since 
the range of k - j is {-1, 0, 1, ...}, any non negative integer 
code can be used to encode the integer k- j +1 (e.g. the Elias 
Code [9]). The range of j is {L ... , i-I}. Therefore j can 
be encoded using log2 (i - 1) bits. The symbol v E A needs 
log2 0: bits to be encoded. It is easy to see that in the first step, 
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the integers k - j + 1 and j do not need to be encoded. In fact, 
it is easy to see that, since D l = A, 051 = v. Furthermore, if 
k - j = -1, then the integer j does not need to be encoded, 
since u = 0, the empty sequence, and therefore 05 i = 1'. 

LZ78 

1.	 Initial Dictionary: D', = A. 

2. Dictionary D': D, = D i - l U {Si_III : v E A}. 

3. Next Phrase:	 Sf is the longest prefix of which be­
longs to D i . 

4.	 Code CD i : Since Sf E Ir., there is an older phrase 
8j,j < i such that s, = SjV, V E A. The phrase s, is 
encoded by a simple code of j plus a simple code (fixed 
length) of v. 

The range of j is {O .... , i -I}. therefore the integer j can 
be encoded using log2i bits. The symbol v E A needs log., G 

bits to be encoded. It is easy to see that in the first step. the 
integer j does not need to be encoded. In fact, since D 1 = A. 
one has 051 = 1'. 

There are many variants of LZ77 and LZ78. One of the 
most famous is the variant of the LZ78 which was proposed 
in [10] and is called LZTr. The LZTr was designed to cir­
cumvent a weakness of the LZ78. To understand this point 
more explicitly. consider the description of the LZ78. It is 
easy to see that, at step i, there are many phrases in the dic­
tionary D, which never appeared in the past sequence X~'i. 

Some of them. as a matter of fact. will rather likely. never ap­
pear again in the source sequence. In a text file. for example. 
when the letter q appear, the LZ78 includes G new phrases on 
D'; Many of them, like qui for instance. will obviously not 
be part of an ordinary text. The LZTT get rid of this problem. 
avoiding the insertion of this type of phrases. Although this is 
problem that can be neglected in the asymptotic analysis, in 
practice it can not. In fact. simulation results using the LZn­
have shown an improvement around 10o/c over the simulation 
results obtained with the LZ78. The description of the LZn­
is given bellow. 

LZTF 

1. Initial Dictionary: Ii, = A. 

2.	 Dictionary D i:
 
D, = D i - l U {8i-ll' : v is the first symbol of silo
 

3. Next Phrase:	 s, is the longest prefix of x;'+ni which be­
longs to Vi. 

4. Code Co.: Each element of D i has an index as follows. 
The elements of A is ordered from 0 to G - 1. The index 
of 051 v is G, the index of 0521' is Cl + 1 and so on. The 
phrase s, is encoded by just encoding its index i with a 
simple integer code. 

The range of the index of s, in I), is {O, ... , G + i-I}. 
Therefore the integer j can be encoded using log 2(Cl + i) bits. 

The following examples illustrates the work of the en­
coders. The source sequence to be compressed is considered 
to be x;' = 010001101100. 

Example 1 LZ77 

I.	 ri, = {O, I}.
 
051 = 0, k - j = -1, j = 0, v = 0
 
CD! (sd = O.
 

2. D 2 = D l U {OI',0Iv, ... , 0100011011001'} 
052 = 1 k - j = -1, j = 0, v = 1 
CD 2 (S2) = 110.1. 

3. D 3 = D 2 U {lv, 101', ... , 10001101100v} 
053 = 00. k - j = 0, j = 1. v = °
 
CD 3 (83) = 111,0,0.
 

4. D4 = D 3 U {DOl', OOOv, .... 0001101100v}U 
U{00I',OOlv, ... ,001101100v}
 

84 = 011, k - j = 1, j = 1, v = 1
 
CD 4 (054) = 100110,11,1.
 

5. D s = V 4 U {OIlv ..... 01101100v}U 
U{llv, ,1101100v}U 
U{lv, ,101100v}, 

So = 01100, k - j = 3, j = 5, v = °
 
CD 5 (.so) = 1011100,100,0.
 

o 

Example 2 LZ78 
I.	 o, = {O, I}, 

SI = O. 
CD! (Sd = O. 

2. D 2 = b, U {DO, 01} 
82 = 1, 
CD 2 (052) = 0.1. 

3. D3 = D 2 U {1O, 11} 
053 = 00, 
CD:3 (83) = 01, O. 

4. o, = D 3 U {DOD. 001} 
84 = 01, 
CD" (84) = 01, 1. 

5. D" = D 4 U {OlO.Ol1} 
8" = 10,
 
CD., (S5) = 010. O.
 

6. DB = Do U {100, 101} 
8B = 11. 
CD6 (S6) = 010,1. 

7 D 7 = D 6 U {110,111} 
057 = 00, 
CD~(S,) = 001,0. 

o 

Example 3 LZTr 
I.	 o, = {O, I}, 

81 = 0, 
CD l (8d = O. 

2. D 2 =D I U{01} 
82 = 1, 

CD 2 ( 82 ) = 01. 
3. D 3 =D2 U{10} 

83 = 0, 
CD 3 (83) = 00. 
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4. D 4 = D 3 U {OO}
 
84 = 00,
 
CD 4 (84) = 100.
 

5. D 5 = D 4 U {001} 
85 = 1,
 
CDo (8,) = 001.
 

6. o, = D 5 U {11}
 
S(j = 10,
 
CD e (8(j) = 011. 

7. D 7 = o, U {101}
 
S7 = 11,
 
CD, (S7) = 110.
 

8. D 8 = D 7 U {110}
 
88 = 00,
 
CD 8 (S8) = 0100.
 

I	 IJ 

3. CONDITIONAL LEMPEL-ZIV 

It becomes evident from the encoders description pre­
sented that the code C D i disregard the con-elation tha may 
exist between the phrase S,-l immediately preceding s ; and 
the phrase 8i. The phrase s, is encoded as if it were inde­
pendent of S,-l, such as in a memoryless model. It is true 
that the dictionary structure somehow build a context model 
for each symbol of s, as pointed out by Langdon [11]. A 
close examination of this structure reveals however that the 
initial portion of 8, is modelled with a short context, which 
can be poor for the source model. An example of this poor 
choice is the context of the first symbol of 8 i- XHni - the 
context is the empty sequence. Since the length of S i grows 
indefinitely, the influence of this bad effect vanishes in the 
limit when n goes to infinity. When dealing with finite se­
quences this problem can be relevant yielding to significant 
performance degradation. 

In [8J it was shown a new variant of the LZ77. called 
LZp, which uses the phrase S,-l to build the code C D i . 

The LZp fix an order k (related to the context length) and 
the phrase s, is such that Ldsi-dsi is the longest prefix of 
L k(s;-dxi\ni which belongs to Di' where L",(Si-d are the 
k last symbols of 5,-1. The code of S; is based on a subset 
D;(L,,(s,-d) of D" which is the set of all sequences in I), 

which starts with Lk(Si-d. Practical results have shown a 
good improvement. In fact. the result of the LZp for the Can­
terbury Corpus is one of the best in the literature. as reported 
in [8]. 

Although the idea of conditional Lempel-Ziv has been in­
troduced in [8J as a variant of the LZ77. the straightforward 
application of this idea to the LZ78 will not be efficient [12]. 
The problem resides with the dictionary structure. Notice that 
the phrase S i produced by LZp tends to be shorter than the 
equivalent phrase produced by the original LZ77. The phrase 
s, is encoded using just a subset of D" and for this reason the 
corresponding codeword will also be smaller. Furthermore, 
the dictionary update procedure will not be affected by this 
modification. 

The analysis of a straightforward conditional-LZ78 leads 
to	 a different picture. As with the LZp, a straightforward 
conditional-LZ78 will tend to reduce the phrase S i and its 

corresponding codeword. However, in this case, the update 
of D, will be affected. This statement can be understood by 
noticing the fact, that the LZ78 dictionary is updated by ap­
pending the phrases SiL', v E A and that if s, is reduced, 
the dictionary will be updated with reduced phrases. Even 
though the conditional technique yield an improvement in the 
performance at step i. the modification in the update proce­
dure will tend to reduce the performance of the next steps. 
Therefore. a straightforward conditional-LZ78 will not be ef­
fective. 

To avoid this difficulty, by setting the value of the order k 
to a value that maximizes the length of S i which turns out to 
be the same procedure used in a version of LZ78, [13] called 
multi-match Lempel-Ziv. dubbed mmLZ. 

The version mmLZ was proposed to improve the pars­
ing procedure of LZTL In fact, from the description of the 
LZ78 (and also of the LZW) it is easy to see that the code­
word length C(x7) increases with the number m of parsed 
phrases. Therefore, if exist a procedure that can reduces tn; 

then the performance of the encoder will be improved. In 
[l4J it was shown that the procedure which finds the optimal 
parsing (with lowest number of phrases) for the LZ78 is NP­
complete, a result which also holds for the LZW. In [15J 
it is presented a procedure to compute the optimal parsing, 
when the dictionary of phrases is fixed - which is not the 
case of the LZ78 and LZHT encoders. The mmLZ is briefly 
described next. 

At each step i, the mmLZ searches the pair (Si. Si+1) in 
D, xD1+i which is the longest prefix of x1\n,. Notice that S i 

is not anymore. necessarily, the longest prefix ofr i'+l1i which 
belongs to D i. In fact, sometimes it is interesting to reduce 
the phrase s, to find a longer SHi such that the pair SiS1+; is 
better than the pair established by the original encoder. How­
ever. it is obvious that the gain of mmLZ is not obtained 
bv reducing 5i, but by enlarging s1+i. This enlargement is 
a~hieved by starting the phrase 5Hi in a symbol J'j differ­
ent from X1+ n i + l ' j :S: 1 + ni+1. The idea of conditional 
Lempel-Ziv can therefore. be used to improve the mmLZ. 
Let s, be kept as in the original encoder and the let S Hi be 
such that S,81+i can be written as a concatenation of a pair 
(Fj(5i),Ldsi)sHi) E D, x Di, where F j (8 i ) is the first 
symbols of S i such that F j (8i) Ld S i) = S i. Thus the phrase 
81+i can be encoded using a subset of D Hi which is com­
posed by all phrases which starts with L d S i)' 

It is thus possible to establish new versions of the LZ78 
by using the concept of conditional Lempel-Ziv following 
the same ideas outlined in the above discussion. The ver­
sion called cLZTY, built upon the LZW, with an illustrative 
example are presented next. 

cLZW 

I.	 Initial Dictionary D 1 = A. 

')	 Next Phrase: 51 = .1'1. Fori> 1, s, is such that Si-1Si 
is the longest prefix of x?+n,_, which can be written as 
a concatenation of two phrases in D i- that is, Si-18i 

8;_1 s;. where (S;_l' S;) E D, x Dr. 

3. Dictionary o..
 
D1+i = I), U {S;1' : v is the first symbol of 8H1}.
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4.	 Code CD i : From the NEXT Pharse procedure it can be 
seen that s, is a sufix of s;. Let U be the prefix of s', 

such that s; = US; (u can be the empty sequence). The 
phrase s, is encoded by the length of u, followed by the 
index of 8; in a subset D;(71) of D; such that D; (u) 
{y E D; : u is a strict prefix of y}. 

In the description of the cLZTT~, the Next Phrase procedure 
is placed before the Dictionary Update procedure to make the 
exposition easier. The range of the length lui of u is less than 
IS;-II. Therefore it can be encoded using pog2Is;_lll bits. 
Each subset D; (u) of D i, for any u ED; must be ordered 
and the index of s; can be encoded using POg2 ID;( u) Il bits. 
To simplify the implementation of the encoder, the ordering 
of D; (71) can be established by using the ordering of D;. 

Example 4 cLZTr 
Let x~' = 010001101100. Therefore the cLZTr encode xl 

as follows. 
J. D l = {O,l}, 

SI = 0, 
CDl (sd = O. 

2.D2=DIU{01} 

s~	 = 0, s; = 1 and 82 = 1, 
CD 2 (S2) = 01. 

3. D 3 = D 2 U {10} 
s; = 1. s~ = 0 and S3 = 0, 
CD 3 (S3) = 00. 

4. D4 = D 3 U {OO} 
s~ = 0, s~ = 00 and S4 = 00, 
CD4 (S4) = 100. 

5. D5 = D4 U {001} 
s~ = 0, s~ = 01 and S5 = 1. 
D.o(O) = {01.00,OCll} 
CD, (S.o) = 1. 00. 

6. D 6 = D 5 U {OIl} 
s; = 1, s~ = 10 and S6 = 10 
CD 6 (S6) = 011. 

7. D 7 = D 6 U {l01} 
s~ = 1. s~ = 011 and S7 = 11, 
D7(0) = {01,00.001,011} 
CD, (S7) = 1.11. 

8. D 8 = D 7 U {OlIO} 
s~ = 11. s~ = 00 and S8 = 00, 
CDs (S8) = 0,0100. 

o 

It can be seen from the description of the encoders that the 
length of the phrase s, tends to grow with i. Therefore, when 
the length n of the input sequence xl' is large. the length of 
the phrases Si can be large. The length of s, is an important 
parameter of the encoder because the cLZn- computational 
complexity depends of it. In fact. the procedure to find the 
best pair (S;_I' s;) is done by finding the longest prefix s;-1 

of xI\ni_l followed by the next longest prefix s'[. Once this 
task is completed, the phrase Si-l is reduced. by suppressing 
from it the last symbol. A search for a new longest prefix is 
then initiated. This procedure is repeated until the length of 
the phrase Si-l is equal to one. Then, the encoder compares 
the length of all pairs of phrases and chooses the longest pair. 

Therefore. the complexity of the step i of cLZH~ grows with 
the length of s ;-1. This complexity is not of much concern 
since the LZTF complexity is very low, yet a small modifi­
cation can be introduced in this encoder to bring the cLZTY 
complexity even closer to the complexity of the LZT,V. 

As pointed out in the cLZTF description, the s; can be 
written as s; = USi. It can be see that the phrase uis a sufix 
of S;-1 and it is used as a context to encode the phrase s i, 
As discussed before, the complexity of cLZTi' depends of 
the length of S;-I, since the length of 71 must be the best one 
among {O,1•... , lSi-II - I} and the search is exhaustively 
done. Therefore, if the length of u is bounded, the complex­
ity of the encoder will be reduced. This work denotes by 
cLZTTT /0 the encoder that bounds the length of 71 such that 
1711 :::; o. The description of this encoder is similar to the 
cLZTr and will be omitted. 

4. RESULTS 

In [l6] the problem of establishing a good test set for a 
lossless encoder is discussed and a new test set is introduced. 
This new test set, called Canterbury Corpus, became popu­
lar and it has been used to measure the practical performance 
of many lossless encoders. The cLZTF was implemented 
and its practical performance was measured, using the Can­
terbury Corpus. Table 1 presents the compression rate (in 
bits/symbol) obtained by the LZTr and by the cLZTr when 
compressing the Canterbury Corpus. 

Files - x~' Ixll 
ILZW(x 1 )1 IcLZVI'(":, )1 

n n 

alice29.txt 
asyoulik. txt 

cp.html 
fields.c 

grammar.lsp 
kennedy.xls 

!cetlO.txt 
plrabn 12.txt 

ptt5 
sum 

xargs.1 

152089 
125179 
24603 
11150 
3721 

J029744 
426754 
481861 
513216 
38240 
4227 

3.26 
3.51 
3.68 
3.56 
3.89 
2.36 
3.02 
3.27 
0.97 
4.20 
4.42 

2.91 
3.20 
3.24 
2.99 
3.40 
2.46 
2.64 
3.03 
0.97 
3.72 
4.02 

Average 3.29 2.96 

Table 1. cLZH~ Results 

As pointed out in Section 3, the complexity of the cLZTr 
can be reduced. by bounding the length of the context. The 
encoder which bounds the context length is called cLZTY/o 
where 0 is the maximum length of the context. This encoder 
was implemented and was also used to compress the Canter­
bury CO/pus. The results obtained are displayed in Table 2. 

The results presented in Table 1 show that in the average, 
the cLZTr performance is 10% better than the LZTF per­
formance. Furthermore, from Table 2 it can be seen that the 
cLZn~/ 0 achieves a performance very close to the cLZW 
performance. Therefore, the penalty due to introduction of 
a bound for the context length can be neglected. This point 
is very interesting because it shows that the improvement of 
10o/c. obtained by the cLZH~, can be achieved using a version 
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I
 

I

" 

Arquivos ­ X~' IX~'1 
tcLZlI/o(.T , 1i 

0=2 0=3 
alice29. tx t 

asyoulik.txt 

cp.html 

fields.c 

grammar.lsp 

kennedy.xls 

!cetlO.txt 

plrabn 12.txt 

ptt5 

sum 

xargs.1 

152089 

125179 

24603 

11150 

3721 

1029744 

426754 

481861 

513216 

38240 

4227 

2.94 

3.21 

3.27 

3.05 

3.47 

2.44 

2.68 

3.05 

0.97 

3.74 

4.05 

2.92 

3.20 

3.26 

3.02 

3.43 

2.46 

2.66 

3.03 

0.97 

3.73 

4.04 

Average 2.99 2.97 

Table 2. cLZVVj 0 Results 

whose complexity is very close to the LZH'. 

5. CONCLUSION 

This work presented the concept of conditional Lernpel­

L\'1 ~~""""<i~,,s. \\. sl;>.,.",,'<-\~<i 1;>.,."",<-\ \.hs \.~""I;>.,.\\.\',\"-!..'<. ""'O.~ Q,~ \l.S~<i 

to improve the performance of the encoders based on string 

matching. A new version of the LZ78, called cLZW, was 

presented and its practical performance was measured by 

testing the encoder with Canterbury Corpus. Practical re­

sufts have shown an improvemenr arouno' 10% over r(lc wert' 
known LZW. Since the complexity of the cLZn- is greater 

than the LZW complexity, it was modified to keep the com­

plexity near to the LZW complexity. The modified version, 

in short cLZll'jo, keeps a maximum context length of o. It 

was shown that the performance of the cLZTrj 0 approxi­

mates the performance of the cLZ1,F for 0 = 2. Therefore 

the improvement of 10% can be obtained by using a variant of 

the LZ78 whose complexity is near to the LZIF complexity. 
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