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A Continuous-State Reinforcement Learning
Strategy for Link Adaptation in OFDM Wireless

Systems
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Abstract—Adaptive modulation and coding is a link adap-
tation technique that exploits the knowledge of channel state
information (CSI) to adapt the transmission parameters such
as modulation order and coding rate in order do maximize
the transmission throughput. Unfortunately the physical layer
transmission parameters are not optimally adjusted due to the
changing state of the wireless channel. This paper presents a
machine learning approach based on the concept of reinforcement
learning and Markov Decision Processes for link adaptation
in orthogonal frequency-division multiplexing systems through
adaptive modulation and coding. The proposed solution learns
the best modulation and coding scheme for a given signal-to-
noise ratio by interacting with the the radio channel on a online
and real-time fashion and, therefore, a computationally intensive
training phase is not required. Simulation results show that
the proposed technique outperforms the well-known solution
based on look-up tables for adaptive modulation and coding,
and it can potentially adapt itself to distinct characteristics of
the environment or the receiver radio frequency front end.

Index Terms—Adaptive modulation and coding, continuous-
state policy improvement, link adaptation, machine learning, or-
thogonal frequency-division multiplexing, reinforcement learning.

I. I NTRODUCTION

A DAPTIVE modulation and coding (AMC) has been of
great interest as one alternative to increase the throughput

of wireless communication systems, especially considering
third generation (3G) and the next generation (4G) wireless
communication systems, for which even higher data rates
are expected [1]. AMC exploits the knowledge of channel
state information (CSI) to adapt the transmission parameters
in order do maximize the link throughput. Currently one
of the approaches used for this purpose is the consultation
of look-up tables [2]. The main drawback of this strategy
when considering orthogonal frequency-division multiplexing
(OFDM) and multiple-input multiple-output (MIMO) systems
is the large error-rate variance that the tables exhibit fora fixed
value of low dimensional link quality metrics (LQM). These
metrics are particularly difficult to devise due to sensitivity
of the link performance in terms of the defined metrics.
Moreover, look-up tables are not obtained in real time, they
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may require a great amount of memory in order to be
stored, and they do not reflect the unique radio-frequency
characteristics of each device [3].

Recently, a shift in the paradigm was proposed. The authors
of [4], [5] suggest the use of machine learning algorithms
as a flexible framework to enable AMC. More specifically,
the use of machine learning techniques is first considered
in [5], where learning algorithms are envisioned to explore
databases using classification algorithms. The databases would
supply knowledge of past performance on packet transmissions
as a function of physical layer parameters. As expected this
approach has limited storage capacity and it requeries constant
updating of the databases during the course of wireless
network operation.

In [3], [4], [6], the link adaptation is formulated as a
classification problem whose solution is obtained via the
k-nearest neighbors (kNN) algorithm. The authors propose
low dimensional feature set that enables machine learning to
increase the accuracy of link adaptation in IEEE 802.11n sys-
tems. As a drawback, the authors have proposed an heuristic
subcarrier ordering to achieve this feature set that may notbe
extensible to other systems or standards. Moreover the kNN
approach heavily relies upon extensive trainning sets stored on
databases.

In [7] support vector machines are used to solve the
very same classification problem, while [8] uses an artificial
neural network to deal with the link adaptation problem. The
application of machine learning algorithms such as those pre-
viously cited, as well as other supervised learning approaches,
rely heavily on training sets and require large samples of
input-output pairs from the function to be learned. Therefore
statistics such as the packet error rate or the bit error rate
must be knowna priori. Moreover, their training phase occurs
off-line, what makes them not well suited for learning in an
environment of high variability as the mobile radio channel.
Furthermore, neural networks and support vector machines
demand a computationally intensive training process [9].

It is often impractical to obtain examples of desired behavior
that are both correct and representative of all the situations
that the transmitter might be exposed to, e.g., the wireless
channel behavior, impact of amplifier nonlinearities, oscillator
phase noise and other radio-frequency (RF) imperfections
[10], and non-Gaussian additive noise and interference. The
latter is of special concern for cognitive radio scenarios,
since the interference cognitive networks differs from that
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of conventional networks due to the distinct transmission
characteristic of a cognitive terminal and a conventional
terminal [11]. In this situations the Gaussian assumption may
not always hold [12]. In this sense, the techniques previously
mentioned are infeasible for on-line learning. This suggests
that other approaches should be considered.

Reinforcement Learning and Markov Decision Processes
have recently attracted some attention to research in the
communications field, specially in the context of cognitive
radios. Instead of learning from examples provided by an
external supervisor, learning is here accomplished by directly
interacting with the environment. In this context, we propose
a reinforcement learning (RL) approach to deal with the
AMC problem. An external supervisor is not required, since
the interactions with the environment provide the learning
examples. By using past experiences obtained in real time,
an agent can learn the best modulation and coding schemes
to be used given the state of the channel and making minimal
assumptions about the operating environment. The decision
of choosing a modulation and coding scheme is treated as a
Markov Decision Process whose objective is to maximize the
spectral efficiency of the system.

In this paper, our contributions are: the modeling of adaptive
modulation and coding as a k-armed bandit problem whose so-
lution is based on Markov Decision Processes and its solution
using a continuous-state reinforcement learning approach. To
the best of the authors knowledge, this formulation for the
AMC problem has not been presented yet.

Some considerations are required: we have opted for an
approach based on a continuum of states. Since the state
of the environment is described by the signal-to-noise ratio,
determining the best partitioning of the state space can be
problematical. Since the AMC thresholds are not known
a priori, a coarse discretization of the state space may
lead to throughput loss in a specific region of operation.
A fine discretization leads to a very large number of states
that must be dealt by the algorithm. This trade-off is not
present in the continuous-state reinforcement learning. More-
over, in order to allow real time operation, this paper proposes
a modification of the known On-line Least-Squares Policy
Iteration algorithm (LSPI) [13]. The performance of our
approach is then compared with the classical approach of look-
up tables. Simulations show that the reinforcement learning
technique can lead to throughput gains in scenarios with
colored interference or uncompensated RF imperfections.

It is important to remind that the main purpose of the paper
is not to investigate feature extraction to obtain optimized
link quality metrics for link adaptation, like the technique of
subcarrier ordering based on post-processing signal-to-noise
ratio (SNR) presented in [4] (although this might a critical
issue in OFDM systems). Instead, we are concerned mainly
with an on-line approach for AMC in order to not depend
on off-line training obtained from extensive simulations of the
physical layer for each modulation and coding rate.

The remainder of this paper is organized as follows: Section
II describes briefly the OFDM system model. Section III
presents in detail the theory of Markov Decision Processes

Fig. 1: Reinforcement learning interaction.

and its relation with the reinforcement learning problem.
In Section IV the proposed algorithm for continuous-state
reinforcement learning is presented. Section V is devoted to
present the simulation results, and finally Section VI presents
some concluding remarks.

II. SYSTEM MODEL

We consider an OFDM system model based on the com-
munication procedures of wireless standards such as Third-
Generation Partnership Project (3GPP) Long Term Evolution
(LTE) and Worldwide Interoperability for Microwave Access
(WiMAX). The transmission is done on a packet-basis. A
cyclic redundancy check (CRC) field is attached to every
packet before it is convolutionaly coded. The length of the bit
stream is chosen so that data can be completely transmitted
within the transmission time interval. The modulation is
uniform in the sense that every subcarrier is modulated with
the same M-QAM constellation for each transmitted frame. An
adequate guard interval is inserted in each and every OFDM
symbol so that intersymbol interference (ISI) can be eliminated
at the receiver side.

We assume that the channel may vary considerably between
different OFDM symbols depending on the correlation of
fading between two successively transmitted symbol, but it
does not vary within one OFDM symbol (quasi-static block
fading model). At the receiver, the signal is equalized using a
zero-forcing (ZF) equalizer and the data is decoded using the
Viterbi algorithm. Specific details will be given in SectionV.

III. R EINFORCEMENTLEARNING THEORY

The basic framework for reinforcement learning (RL) prob-
lems is shown in Fig. 1. Anagent interacts with the en-
vironment by selecting actions to take and then perceiving
the effects of those actions. This effects are translated into
a new state and a reward signal. The objective of the agent
is to maximize some measure over the rewards [14]. Unlike
supervised learning, the agent must learn from experiences
generated by interacting with the environment.

In our system, we are interested in maximizing the through-
put for a given state of the environment – determined by the
mean (SNR) value over all subcarriers in an OFDM symbol
– by selecting the modulation order and the convolutional
coding rate. In practice there is only a finite set of admissible
combinations between modulation order and coding rate.
Every pair of this set is considered an action. The transmitter
selects the best modulation and coding scheme just before
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each packet transmission. Since we do not discretize the range
of SNR values, the problem is classified as continuous-state
reinforcement learning. In the next sections we formalize the
RL framework using the theory of Markov Decision Processes
(MDP), over which the solutions will be constructed.

A. Markov Decision Processes

Reinforcement learning problems can be formalized using
the theory of Markov Decision Processes [15]. Initially it is
assumed that the environment is a finite-state, discrete-time
stochastic dynamic system. Latter a continuous-state extension
will be presented.

A Markov Decision Process is defined as a 4-tuple
(S,A, P,R), where [13]:

• S = {s1, s2, . . . sn} denotes the set ofn possible states
that describe the dynamics of the environment;

• A = {a1, a2, . . . am} is the finite set ofm possible
actions that an agent may choose;

• P : S ×A×S → [0; 1] is a Markovian transition model,
whereP (s, a, s′) is the probability of making a transition
to states′ ∈ S when taking actiona ∈ A in states ∈ S;

• R : S × A × S → R is a reward function, where
R (s, a, s′) represents the immediate payoff of the envi-
ronment for the transition froms to s′ when taking action
a.

It is common to express the transition function as
P (s, a, s′) = Pr (st+1 = s′|st = s, at = a), where st+1

represents the state of the process at timet + 1, st the state
at time t and at the action taken after observing statest.
The fact that there is not any time dependency onP or R as
previously stated is due to the stationarity assumption of the
MDP [16].

A stationary deterministic policyπ defines the agent behav-
ior and consists on a mapping from the states to the actions:
π : S → A. The notationπ (s) indicates the action that the
agent takes in states. The state value of the policyπ, V π (s),
also referred as as V-function, is the expected cumulative
reward that will be received while the agent follows the policy,
starting from states [9]. In the infinite horizon model, the
value of the policy is defined as:

V π (s) = E

{

∞
∑

t=0

γtrt

}

(1)

where rt is the reward received at time instantt, 0 ≤ γ ≤
1 is a discount factor for future rewards with respect to
the immediate reward. The discount factor determines the
importance of future rewards. A value close to0 makes the
agent consider only the current reward, while a value close to
1 makes the agent prize a long-term high reward.

As might be expected, the reward depends on the states

of the environment at timet and the action that was taken. In
reinforcement learning problems, the objective of the agent is
to find an optimal policyπ∗ (s) ∈ A for eachs that maximizes
the cumulative measure of reward as defined in (1). In other
words, a policyV ∗ must be found so that

V ∗ (s) = V π∗

(s)

= max
π

V π (s) , ∀s ∈ S (2)

A more convenient way to characterize policies is by using
the state-action value function (Q-function) instead of the V-
function. The Q-function denotes how good is to perform
actiona when in states [9]. It gives the return obtained when,
starting on a given state, the agent takes a given action and
then follows the policyπ thereafter. It is defined as

Qπ (s, a) = E

{

∞
∑

t=0

γtrt|st=0 = s, at=0 = a

}

(3)

Using the fact that the environment is described by a
Markovian transition model, (3) can be expressed as

Qπ (s, a) = E {r0|st=0 = s, at=0 = a}

+ E

{

∞
∑

t=1

γtrt|st=0 = s, at=0 = a

}

=
∑

s′∈S

P (s, a, s′)R (s, a, s′)

+ γE

{

∞
∑

t=0

γtrt+1|st=0 = s, at=0 = a

}

= R (s, a) + γ
∑

s′∈S

P (s, a, s′)Qπ (s′, a′) ,

(4)

known as Bellman equation, indicates that the Q-function of
the current state-action pair can be expressed in terms of the
expected immediate reward of the current state-action and the
Q-function of the next state-action pair.

It is common to express (4) defining the Bellman operator
Tπ overQ (s, a) :

Tπ [Q (s, a)] = R (s, a) + γ
∑

s′∈S

P (s, a, s′)Qπ (s′, a′) (5)

It is worthwhile to remark that for any initial valueQ,
successive applications ofTπ over Q converge to the state-
action value functionQπ of the policy π, sinceQπ is the
fixed point of the Bellman operator [17]. This fact will be
used when we introduce the continuous-state reinforcement
learning.

The optimal Q-function,Q∗(s, a), is the one that satisfies
Q∗(s, a) = max

π
Qπ(s, a). The Bellman’s optimality principle

states that any policy that selects at each state an action with
the largest Q-value (i.e., a greedy policy) is optimal [18].From
(4), we can write that

Q∗ (s, a) = R (s, a) + γ
∑

s′∈S

P (s, a, s′)max
a′∈A

Q′ (s′, a′) (6)

As a consequence, (2) is written as
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V ∗ (s) = max
a∈A

Q∗ (s, a)

= max
a∈A

[

R (s, a) + γ
∑

s′∈S

P (s, a, s′)V ∗ (s′)

]

(7)

Once Q∗ (s, a) is known, the optimal policy can be de-
termined by taking the action with the highest value among
Q∗ (s, a) for each states ∈ S, i.e.

π∗(s) = max
a∈A

Q∗ (s, a) (8)

When the transition model of the environment is known,
the optimal policy can be obtained by solving the system of
nonlinear equations generated in (7) using techniques suchas
dynamic programming [14].

A more realistic application of reinforcement learning is
when the environment model is not available. In other words,
we have no prior knowledge ofR (s, a) and P (s, a, s′). In
such cases, exploration of the environment is required to query
the model. This is accomplished by algorithms such as SARSA
and Q-learning [19]. For illustrative purposes we describethe
operation of the latter. Q-learning findQ∗ (s, a) recursively
using the 4-tuple(s, a, s′, r), wheres ands′ are the states at
time t and t+ 1, a is the action taken when ins andr is the
immediate reward due to takinga at s. The updating rule is:

Q (s, a)← Q (s, a)+α
[

r + γmax
a

Q (s′, a)−Q (s, a)
]

(9)

whereα is the learning rate.
As one might expect, these algorithms must balance the

need to collect informative data byexploring novel action
choices for the given state space with the need to control the
process well enough byexploiting the available knowledge ac-
quired so far. This is known as theexploration vs. exploitation
dilemma[14].

As it was stated in section I, in order not to deal with the
discretization of the space of states, it is necessary to consider
a continuous-state approach to the algorithm of reinforcement
learning. This is done in the following subsection.

B. Continuous-State Reinforcement Learning

At this point we change our attention to continuous-state
reinforcement learning. Reinforcement learning in continuous
state-space demands function approximation to allow contin-
uous states and actions without discretization. We can no
longer rely on a tabular representation of the Q-function since
this method is impractical for large (or potentially infinite)
state and action spaces. In this new framework, the exact
representation ofQπ (s, a) is replaced by a parametric function
approximatorQ̂π (s, a) [13].

A common parametrization is given by a linear combination
of l basis functions [16], [18]:

Q̂π (s, a) =
l

∑

k=1

φk (s, a)wk

=
[

φ1 (s, a) · · · φl (s, a)
]

·











w1

w2

...
wl











= φT (s, a) · w

(10)

The basis functions are fixed and, in general, nonlinear
functions ofs and a. A common basis scheme is the radial
basis function (RBF). One advantage of radial basis functions
is that they only generalize locally i.e., changes in one area of
the state space do not affect the entire state space [14].

One must select the parametersw so thatQ̂π consists on
a good approximation ofQπ. As derived in [13], [20], one
way to find a good approximation is to force the approximate
Q-function to be a fixed point under Bellman operator. First
we write (4) in a matrix format:

Qπ = R+ γPQπ (11)

where Qπ and R are vectors of size|S| |A|, and P is a
stochastic matrix of size|S| |A| × |S| |A| that contains the
transition model of the process.

To find an approximation for the Q-function, we start with
a projected form of the Bellman equation 4 and the matrix
form (11)

TπQ̂
π ≈ Q̂

π
(12)

In a way similar to temporal difference learning algorithms
[15], if a finite set ofL samples(si, ai, ri, s′i), i = 1, 2, . . . , L,
along with the policyπ is provided, then we have all the
information needed to implicitly findP in (11) and solve (12).
Using this observation and plugging (10)–(11) into (12) and
applying the definition provided in (5), (12) can be rewritten
as [13]:

Aw = b (13)

where

A =
1

L

L
∑

i=1

[

φ (si, ai)φ
T (si, ai)

]

− γ
[

φ (si, ai)φ
T (s′i, π (s′i))

]

(14)

and

b =
1

L

L
∑

i=1

φ (si, ai) ri (15)

The matrices (14) and (15) can be update iteratively as the
i-th sample is drawn. This is performed by calculating

Ai = Ai−1 + φ (si, ai)φ
T (si, ai)

− γφ (si, ai)φ
T (s′i, π (s′i))

bi = bi−1 + φ (si, ai) ri

(16)
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The algorithm known as Leasts-Squares Temporal Differ-
ence Learning for the State-Action Value Function (LSTD-Q)
[13] processes a batch ofL samples using (16) and solves the
linear system

ALŵ = cL (17)

When the number of samplesL→∞, we haveAL → LA,
bL → Lb andŵ→ w. Substituting the solution of (17) in (10),
we obtain an approximation for the Q-function of the current
policy π. This is known aspolicy evaluation. The resulting
values are used for apolicy improvement, i.e., the search for
the greedy policy as defined in (8). This procedure is repeated
at the next iteration for a new batch of samples. This algorithm
is called LSPI (Leasts-Squares Policy Iteration) [13].

IV. PROPOSED SOLUTION

A. The Algorithm

In spite of the fact that LSPI is considered the highest
level of development for policy improvement [18], one of
its main drawbacks is that it improves the policy only after
it runs LSTD-Q on large bath of samples to obtain an
accurate approximation for the Q-function, usually implying
a quite large processing delay. On the other hand, one of
the main objectives of reinforcement learning is to learn the
environment and search for the optimal policy in an on-line
fashion [21], and not by processing batches of information.
On that ground we introduce a modified version of LSPI
to evaluate the current policy using an adaptiveǫ-greedy
exploration strategy to improve the policy [19]. With this
modification, the policy improvement can be performed on-
line.

The algorithm works as detailed in Algorithm 1. It is
important to observe that step 5, which is not present in the
original algorithm, implements theǫ-greedy strategy to deal
with the exploration vs. exploitation dilemma, and step 10
searches for the greedy policy.

Since a great amount of exploration is usually required,ǫt
should no approach 0 too fast. Moreover, due to the variability
of the wireless channel, it is interesting to allow a certain
degree of exploration to keep track of possible changes in the
policy. We consider the selection ofǫt according to:

ǫt = max
(

ǫf , ǫ
τt
i

)

, (18)

where ǫf < ǫi ∈ [0; 1], ǫi is a decay factor close to unity
and τ is a constant to be chosen. On the first iterations of
the algorithm, values ofǫt close to ǫi are selected – large
values ofǫi lead to a more aggressive (random) exploration.
As time advances,ǫt decays to values closer toǫf and the
exploitation is more aggressive. According to (18), choosing
ǫf 6= 0 always guarantees a certain amount of exploration.
It is important to point out that Algorithm 1 differs from the
version presented in [22]. Our approach is able to guarantee
some degree of exploration even after the convergence of the
algorithm, a desirable feature in systems with high variability
ans temporal changes such as the wireless channel. Moreover,

unlike [22], every new data is used to update the Q-function,
accelerating the convergence of the method.

Algorithm 1 Modified LSPI

1. The current policyπ is initialized randomly
2. The matrixA and the vectorb in (13) are initialized

with
A−1 = δI l×l

b−1 = 0l×1

whereδ is a small constant of order10−6, I l×l is the
l × l identity matrix and0l×1 is the l × 1 null vector

3. For t ≥ 0:
4. The agent senses the current statest
5. A random actionat is taken with probabilityǫt, and the

greedy action is taken with probability1− ǫt.
6. As a result of the action, the environment might make

a transition to statest+1 and it generates a rewardrt
7. Calculate ∆ = φ (st, at)φ

T (st, at) −
γφ (st, at)φ

T (st, π (st+1))
8. At = At−1 +∆
9. bt = bt−1 + φ (st, at) rt
10. ŵ = A−1

t bt

11. Improve the policy usingπ (s) = max
a∈A

φT (s, a) ŵ

12. End

B. Actions, States and Rewards

As mentioned in Section III, the setA of actions consists
on the admissible combinations between modulation order
and coding rate. The environment state is determined by the
received SNR averaged over all subcarriers [2], which varies
within a continuum of real values.

The considered reward functionR is defined as the through-
put achieved when taking actiona when the environment is
at states, and it is given by

R (s, a, s′) = log2 (Ma) ρa [1− PER (s, a)] (19)

whereMa is the modulation order of actiona, ρa is the coding
rate of actiona andPER (s, a) is the packet error rate of the
action a over channel states. Since a CRC field is attached
to every packet, the receiver can identify the packets that are
received in error and the PER can be estimated directly through
system measurements in a similar way to the one presented in
[23] or [24]. This information is then used as feedback to the
transmitter adjust the most compatible modulation and coding
scheme (in terms of minimizing the PER).

C. Complexity

We briefly describe the complexity of the proposed frame-
work, considering the number of complex multiplications as
a complexity metric. From Algorithm 1, the most expensive
operation involves a complexity ofO

(

l3
)

due to the linear
system that must be solved (using naive approaches). The inner
products between the basis functions exhibits computational
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TABLE I: WINNER’s SCM Parameters.

Parameters Value

Carrier frequency 2.0 GHz
Mobile speed 10.8 m/s
Number of antennas at Base Station 1
Number of antennas at Mobile Station 1
Scenario Suburban Macro
Number of paths 19

complexity ofO (l). Hence the computational complexity of
the algorithm is directly related to the dimension of the basis
and it is most influenced by the resolution of the linear system
in (13).

V. SIMULATION AND RESULTS

The performance of the proposed link adaptation scheme
using a continuous-space reinforcement learning approach
was evaluated through simulations and compared with the
performance of look-up tables under several scenarios.

A. System Parameters

For simulation purposes, the transmission aspects are
roughly based on those found in 3GPP-LTE standard. The
transmission is performed in a 10 MHz bandwidth. The
system operates in a frequency-division duplexing fashion
(FDD), in which a radio frame is 10ms long and contains 10
subframes of 1ms. Each subframe is divided into 2 slots, each
of which carrying 6 OFDM symbols. The subcarrier spacing
is fixed at 15 kHz, and the cyclic prefix length was chosen
to be 1/16 of the OFDM symbol duration (approximately
4.6 µs). The transmission is performed on basis of resource
blocks, defined as 6 OFDM symbols in the time domain and
12 subcarriers in the frequency domain. The transmitter and
the receiver are assumed to have single antennas. The set of
allowable combinations of modulation and coding given in
Table II. The forward error correction (FEC) is implemented
through convolutional coding with the coding rates of 1/2, 2/3
or 3/4. The encoder consists of 1/2 rate coder with generators
[133, 171] (in octal), and subsequent puncturing process to
obtain 2/3 or 3/4 rate.

In order to perform more realistic simulations, a time-
varying multipath channel has been considered. The chosen
channel model is the Spatial Channel Model (SCM), which
generates channel coefficients based on 3GPP channel model
specifications [25], as implemented by the scripts providedby
WINNER SCM [26]. The parameters values are detailed in
Table I and they were used in all simulations, unless indicated
otherwise.

B. Look-up Tables

The technique known as RawBER mapping [2] was used
to generate the look-up tables used for AMC link adaptation.
In RawBER mapping, the LQM is found by averaging over
all the probability of uncoded bit errors at each subcarrier.
The link between RawBER and PER is a regression generated
by simulations in the AWGN channel, which can be prepared

TABLE II: Modulation and Coding Schemes

Scheme Number (Actionm) Modulation Code Rate

1 QPSK 1/2
2 QPSK 3/4
3 16QAM 1/2
4 16QAM 3/4
5 64QAM 2/3
6 64QAM 3/4

beforehand [27] [28]. The SNR thresholds were defined using
a PER constraint of10%. For each simulation, it is necessary
to fix the packet size and the channel model.

One main disadvantage of look-up tables, besides the large
amount of memory and simulation time, it is the fact that
the performance of the system depends also on the statistical
behavior of the interference [29] and the Gaussian assumption
(the interference and Gaussian noise can be modeled as having
a single Gaussian distribution) may not hold [12]. Clearly it is
impractical to generate data to predict all possible situations.
This same observation is valid for supervised-learning-based
approaches.

In a practical situation, the SNR thresholds are adjusted by
hand using long-term data collected from the radio interface
[30]. This approach requires not only some expertise from
the operator but it also does not guarantee to maximize the
throughput since a lot of different scenarios are taken into
account to obtain reasonable values to be used as thresholds.
This might lead to too optimistic or too pessimistic modulation
and coding schemes selection.

C. Reinforcement Learning Approach

We applied the modified LSPI in a set ofl = 5 basis
functions for each of the 6 actions to approximate the value
function. The basis were given by a constant term and 4 radial
basis functions. For an actiona,

φ (s, a) =

















1

1√
2πσ2

e−
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...
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2πσ2

e−
(s−µ4)2
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















(20)

where the location parametersµ1, . . . , µ4 are the centroids
of the radial functions, equally spaced over the support0 ≤
SNR ≤ 40. The square scale parameter was chosen asσ2 = 2
[13]. The set of possible actions are them = 6 modulation
and coding combinations given in Table II. The discount factor
was set inγ = 0.65. To allow the exploration, we have set
ǫf = 0.05, ǫi = 0.95 and τ = 0.01. These choices will be
justified latter.

D. Results

Fig. 2 shows the average spectral efficiency and packet error
rate as a function of the SNR. Since the reinforcement learning
approach was applied under the same circumstances that the
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Fig. 2: Average spectral efficiency and packet error rate of the look-up
table and the reinforcement learning technique under the suburban macrocell
scenario.

look-up table was obtained and uses the same link quality
metric, they perform exactly the same. The main difference
is that the reinforcement learning technique operates on-line
and there is no need of an expert (teacher) or extensive
simulations over different scenarios. The best modulationand
coding scheme is selected by a non exhaustive trial and
error procedure, requiring little programming effort for system
training.

Fig. 3 and Fig. 4 consider the effect of some tunning
parameters on convergence behavior of the algorithm. The
mean square error (MSE) was calculated considering the
throughput difference observed between the current improved
policy (after the transmission of a given frame) and the optimal
modulation and coding for a given SNR. This result was
averaged over all the observed states. As shown in Fig. 3,
the higher the discount factor, the faster the convergence at
a cost of a higher MSE. As expected, a low value for the
discount factor implies a myopic behavior since it values more
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Fig. 3: Influence of the discount factorγ on the convergence of the RL
algorithm forǫi = 0.95 andǫf = 0.05.

the immediate rewards and according to (16), the update steps
of the matrices are smaller, justifying the larger number of
frames to converge.

Fig. 4 shows the effect of the tunning values of theǫ-greedy
exploration strategy on the convergence of the reinforcement
learning approach. As one can observe in Fig. 4(a), it is
interesting to start the algorithm with an aggressive exploration
strategy. Performing this way, the algorithm can learn faster
what actions are suitable for each one of the states, implying
in a faster convergence. As shown in Fig. 4(b), there is not a
significant difference in the behavior of the algorithm for the
values ofǫf . A larger value ofǫf is only appealing in a high
variability scenario, where tracking capabilities are desirable
(at the cost of not properly exploiting the optimal policy).This
situation will be considered later in this paper.

Fig. 5 shows the average spectral efficiency and packet error
rate of both approaches considering a scenario where colored
interference is presented. This interference is composed of
thermal noise (AWGN) and a second OFDM interference
whose signal format is similar to the one found in 3GPP-
LTE standard and whose power is three times higher than the
white noise variance. Except for very low or very high values
of signal to interference-plus-noise ratio (SINR), there is a
gap of performance between the considered techniques. This
difference can be larger than 1 bps/Hz depending on the SINR
region. Here one of the problems of look-up tables (as well
as other supervised learning approaches) is exposed: it can
be very difficult to obtain the proper data through simulation
in order to construct the tables or train the algorithms since
they would depend on specific characteristics of the interfering
signal. On the other hand, the proposed reinforcement learning
scheme was able to learn from the environment, keeping the
packet error rate under10%. This fact is further confirmed
in Fig. 6. It shows a second scenario of colored interference.
This time, the interfering signal is composed of thermal noise
and an OFDM signal whose power is eight times higher than
the white noise variance. On the region of moderate values
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Fig. 4: Influence of the initial (ǫi) and final values (ǫf ) of ǫ-greedy exploration
probabilities on the convergence of the RL algorithm keeping γ = 0.65.

of SINR, we have not only a gap on the troughput but also
higher values of packet error rate.

Next we investigate the possibility of applying the
continuous-state reinforcement learning approach in situations
where the channel characteristics vary over time [31].
Fig. 7(a) shows the tracking capabilities of our adaptation
approach. We fixed the SINR value in 33 dB and the
interference behavior is the same as described in the previous
paragraphs. During the transmission of the first 300 frames,
we consider the case where only additive white Gaussian
noise is presented. From the frame 301 to the frame 500,
colored interference is presented. Its power is three times
higher than the noise power. At last, for the frames from
501 to 700, the interference power is eight times higher than
the noise power. In the figure, the convergence time during
the transitions is emphasized (50 frames and 30 frames,
respectively). The convergence after the transition in the
scenario is considerable faster than the initial convergence
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Fig. 5: Average spectral efficiency and packet error rate of the look-up
table and the reinforcement learning technique under the suburban macrocell
scenario and colored interference. The interference poweris three times higher
than the white noise variance.

time since we do not recompute the policies from scratch, but
we continue the learning using the previous Q-values. Fig.
7(b) shows how the values of PER and spectral efficiency
vary in this situation. Although there is a slight increase
in the PER, this behavior is due to the performance of the
modulation and coding scheme on the given scenario, as
shown by previous analysis. We remark that the value of
ǫf = 0.05 is able to provide enough exploration in this
situation so that a new optimal policy can be obtained.

It may seen that the convergence intervals presented so far
suggest that the proposed solution is not applicable to the
time scale of the communication systems under study. It is
important to remind that the duration of one LTE radio frame
is 10 ms. The results show that convergence may be achieved
within at most 5 seconds, which is very below the duration of a
typical communication session. Moreover, the user equipment
might periodically exchange control information with the base
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Fig. 6: Average spectral efficiency and packet error rate of the look-up
table and the reinforcement learning technique under the suburban macrocell
scenario and colored interference. The interference powerin this case is eight
times higher than the white noise variance.

station and use this information to update the AMC mapping
for a specific configuration set.

Finally we consider a scenario where RF imperfections
(phase noise and I/Q imbalance) at the receiver side are
introduced [32], both without compensation. More specifically
we have phase noise energy of0.013 rad2, random phase
imbalance of3◦ and amplitude imbalance of1.05. The results
are shown in Fig. 8 As one can notice, an overall decrease
of spectral efficiency of the system is observed, yet the look-
up table exhibits poorer performance when compared to the
reinforcement learning technique. The RL approach was able
to learn that in a high SNR region the use of a high order
modulation such as 64QAM would increase the packet error
rate, decreasing the goodput. On the contrary, the look-up
table has fixed thresholds, determined in advance in an off-line
fashion, what does not allow it to adapt to the particularities
of a given RF front end. It is also worthwhile to point out that
in situations where RF imperfections are presented, the use

(a) Convergence behavior

(b) Spectral efficiency and packet error rate

Fig. 7: Convergence behavior, spectral efficiency and packet error rate of the
reinforcement learning technique under a time varying scenario for a SINR
fixed at the value of 33 dB.

of techniques based on supervised learning or the adjustment
of a look-up table is almost impossible due to the great
variety of scenarios and situation. Using the presented on-line
reinforcement learning approach, this adaptation can be done
for every receiver terminal.

VI. CONCLUSION

In this paper, we have presented a solution to the adaptive
modulation and coding problem based on a machine learning
framework using a continuous-state reinforcement learning
algorithm. In this framework, the maximization of the spectral
efficiency is treated as a Markov Process, where an unidimen-
sional link quality metric (the mean SNR) was used to identify
the state of the environment (the radio channel) and through
interactions with the environment an optimal policy, i.e.,an
association between the states and the actions (given by the
different combinations of modulation and coding) was found.
The proposed scheme was shown appropriate for on-line and
real time applications since it does not depend on any off-line
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training phase. Moreover, it adapts to specific characteristics 
of the environment and the receiver. The look-up tables with 
fixed SNR thresholds tend to fail when applied in situations 
dissimilar from those of which they were obtained. 

Issues  that  were  not  mentioned  and  are  considered  for 
further research is the presence of multiple antennas on the 
transmitter and/or receiver side, as well as the improvement of 
the dimensionality of the feature set and the use of nonuniform 
QAM modulation over different subcarriers. 
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