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The Bahl-Cocke-Jelinek-Raviv Algorithm Applied
to the Two-User Binary Adder Channel

Maria de Lourdes M. G. Alcoforado, Valdemar C. da Rocha Jr.

~ Abstract—The Bahl-Cocke-Jelinek-Raviv (BCJR) algorithm {ri,ro,...,r4, ...,y ands=sY = {s;,s,...,S,...,Sv}
is a well known maximum a posteriori probability decoding denote binary(0,1) encoder output sequences for users 1

algorithm which has been proposed earlier for point to point and 2, respectively, wherg — (T(o) ey T(n—l)) and
communication applications, employing block codes or corlu- ") (1) '(n—1) tooTt oty
tional codes, and turbo codes. This paper describes an appéiton St = (s8; 8¢ ',...,s; ) denote the output subblocks as-
of the BCJR algorithm for decoding the output of a multiple  sociated with information blocks, = (u{”, u{", ... u{*=)
access channel called the noisy two-user binary adder chaeh _ (g0 (1) (k—1) ;
in the presence of additive white Gaussian noise. andd; = (d;", d; ..., d;" ), respectively.
Index Terms—Error control coding, BCJR algorithm, multiple u r
access channel, turbo code, two-user binary adder channel. Source 1 > Encoder 1 'l e
Two-user y J
I. INTRODUCTION binary adder [~ Decoder
HE Bahl-Cocke-Jelinek-Raviv (BCJR) algorithm [1] is a d v
. . - . Source 2 »| Encoder 2 = Sink 2
well known maximuma posteriori probability decoding ‘

algorithm which has been proposed for point to point commu-
nication applications, employing block codes or convaloiil Fig. 1. Two-user communication system, where the channelrisisy two-
codes [1], and turbo codes [2]. In this paper we apply tHe" binary adder channel (2-BAC).

BCJR d_ecodlng allgor.|thm to the two-user communlcatlon In order to use error-correcting codes in a noisy 2-BAC
system illustrated in Figure 1, where the _channel IS ?he W8hd avoid the well known ambiguity resulting from the input
user binary adder channel (2-BAC) [3] with the addition oég‘

) lutional cod dered in th | irs (us = 0,d; = 1) and (u; = 1,d; = 0), a construction
noise. Convolutional codes are considered in the sequel QUi b ronosed in [4] which employs the same error-correcting

the treatment for block codes is similar. In Figure 1 the tWyde in systematic form, for both users in Figure 1, in a

sources are assumed to prloduce equall){ likely O's and L8rial concatenation with noiseless 2-BAC codes. However,
and the two encoders are binary convolutional encoders. RRE construction described in [4] still leads to a form of

transmission pUrposes the mapping> 1,1 — —1 is applied ambiguity expressed as the conditional probability edyali
to the components in ands to produce the vectons andw, P{u; = 0,d;, = 1]y} = P{u; = 1,d, = 0|y}, which forbids

. A O
respectively, by means of the expressiof$ = (1 — 2”([ the decoder of separating the symbols sent by each user in

andwt(j) = (1—25?)), for0 <i<n-1, wherevt(l), Tgl)thg the 2-BAC at time instant, except for the trivial cases, i.e.,
and 55 ) denote components of the vectorsr, w and s, whereu, = d,. For this reason henceforth we consider always
respectively. In the noiseless case the 2-BAC oujpuat time  distinct turbo codes for user 1 and user 2, respectively. It
t, is just the arithmetic sum of the binary inputs and w:, follows that the potential ambiguity resulting from the irp
e,y = v +w € {-2,0,2}, while in the noisy case; = pairs(u; = 0,d; = 1) and (u¢ = 1,d; = 0) will be resolved

v +w;+¢; and the noisy 2-BAC output behaviour is describegly a joint decoder most of the time. The use of distinct codes
by the conditional probability>(y|v:w; ), whereq; denotes a thus allows both the correction of errors due to noise and the

sample of a time-discrete noise process which here we asswbgection of errors due to the interference between users.
to be additive white Gaussian noise (AWGN). In Figure 1,

consider for each user a binary rété: convolutional encoder, [l. TWO-USER TRELLIS CONSTRUCTION

wherek andn are positive integers anid < n. For simplicity ~ Because the 2-BAC is defined in terms of input pairs, at
we assume each encoder has overall constraint lehg#nd any time interval the decoder must consider pairs of paths,
can be implemented by shift registers, each of length. one from each single-user trellis. The a posteriori prolis

Letu = uf = {u,up,...,u,...,unt andd = d = of single paths are not defined, however, the a posteriori
{d1,dy, ... dy,...,dy} denote input binary data sequencegrobabilities of path pairs are defined. This leads immetjiat
of length N from users 1 and 2, respectively. Let= r{’ = to the concept of a two-user trellis [5]. The two-user teeit

o - defined such that, at any given time slot, each distinct pair
M.L.M.G. Alcoforado is with Telecommunication ResearchoGp - NPT, " h h h h singl i d
University of Pernambuco (UPE), Recife, 50.750-470, PEABR (e-mail: of pat S_" one through each single-user tre_ IS, correspon
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A2'+'t _ 10g Zm Zm/ P{ut - ivdt :jaat =m,0¢—1 = m/vyiilvytayi\—[ﬁ-l} (1)
” Zm Zm/ P{ut - Oa dt - 07 Ot =MmM,01—-1 = m/vyiilvytayi\il}
, PIyN =mWPlo, 1 =m' V" \Plu, =i d, = 7,00 = o=m
Asirji = log Y om 2ome PWYiilor = myPloy1 = m', Y| }Pluy = i,dy = j,00 = m,Y,|op—1 = m'} @)

Zm Zm’ P{yﬁ%1|at = m}P{Utfl = mlayi_l}P{ut = O? dt = 07 Ot = mvyt|0.t*1 = m/} .

single-user trellis, i.e., the two-user trellis state at time of ratel/n, and will write P, (4, j) to mean the joint probability
t is simply the contents of the two encoder shift register®{u; = i,d; = j} at time slot¢, and will write P;(i, j|y) to

Representing the state of each encoder Bs-auple, we have mean thea posteriori probability P{u; = i,d; = j|y} at time
or = (0, 0P, o*) gD Ry slot ¢ given the received vectoy. We employ the two-user
The decoder task is to discover which path along the twtrellis [5], as described earlier, and compute the loglilieod
user trellis is the most likely. If each single-user trelias ratios Aj(us,d;), A2(ue,dy) and As(ue,d;) associated with

L; states;i € {1,2}, then the two-user trellis will havé, L, each decoded information pdit,, d;), defined as follows.
states.

Letv+w=x=xI = {X;,X2,...,X,...,Xy} denote a Ai (ug, d) = log[P(0, 1]y)/P(0,0]y)], )
ternary (—2,0,2) sequence of sub-blocks through the two- Ao (ug, dy) = log[P:(1,0ly)/ P:(0,0]y)], (4)
user trellis or, equivalently, lex denote the output of the Aa(tr. d) = logl P (1. 1) /P, (0. 0IV)]. 5
noiseless 2-BAC, where, = (;cg‘)),xgl),...xg"—”) and (1, do) 8P (1, 11y)/ (0, Oly) ®)

xil) = vt(l) +w§l), 0 <1 <n-—1.The noisy 2-BAC output is For simplifying notation we will denoté ; (uy, d;), Aa(us, dy)
the received vectoy = yI¥ = iyl,yz, s Y- YNt Where and Az (ug, di) by Ay, Aay and Ag,, respectively. Forl <
v, = @y ) g =2 4P 0<1<n—1. < N the decoder makes a decision (@n, d;) by comparing
) . the Hu, = i,d; = jly}, i € {0,1},5 € {0,1}, as follows.
Example 1. Suppose that recursive rat¢2 convolutional pake 4, = u andd, = d, if Pi(u,dy) > P(i,j| y), i #
codes with encoders 1 and 2 in Figure 1 have, respectivqll)’/,j # d; whereu € {0,1},d € {0,1}. Let ;t denote the two-
transfer function matricegs,(D) = [1 1/(1+D)] and ser trellis state at time slatand let)/ denote the number
Go(D) = [I D/(1+ D)]. Each single-user trellis has two-of gistinct trellis states, i.e., lett{o,} = M. Let \i¥ (m) =
states and the two-user trellis has four states as shownpi{ut —i,d, = j,o, = m|yN} or, equivalently, let
Figure 2. The branch labels in Figure 2 mean values o ’ ’

ut,dt/xgo)x§1)7 for example,1,1/ — 2 + 2 connecting states 2 (m) = Plu, =i,d; = j,o0 = m,yY} ©)
01 and 10 means that(us,ds) = (1,1) and (z{”,2") = t A= P{yN} '

The a posteriori probability of a decoded data pair, d;),
denoted asP{u; = i,d; = jly}'}, can be expressed in terms
00 82822 of A/ (m) as Plu; = i.dy = jly'} = S g A/ (m), i €

{0,1},4 € {0,1}, and thus equalities (3), (4) and (5) can be
written as follows.

1,1/-20000/0F

M—1 \ij
o1e Zm:O A (m) @)

ZM—I /\o,o(m)’

m=0 "\t

Agiyjt =log

where (i,5) € {(0,1),(1,0),(1,1)}. From (6) and (7) it
follows the equation (1).

By taking into account that events after tinteare not
, influenced by observatiog, and the pair of bitS(u;, d;) if

11e ) stateo, is known, it follows that (1) can be written as the
' o _ _ equation (2).
E(')%‘ ﬁ;atf,%”;’;”(ff{f{f"z's[TS'”E/Eﬁz;ﬁ”;ﬁé“g‘ﬂ%ff?f Wg‘/t(rf“ffg)}ffmc' Following [1], let us introduce the probability functions
ai(m), Be(m) and~; ;(y,, m’',m) as follows.

100

I1l. BCJR DECODING FOR THE2-BAC a(m) = P{C’jv: mlyi}, (®)

The decoding problem for the noisy 2-BAC for a long time Bi(m) = W, )
was left aside and the main goal in code construction for the 2 P{yalyi}

BAC has been in most cases just to achieve high rates. Perhapdy,, m’,m) = Plu; =14,d; = j, 00 = m,y,|oy—1 = m'}.

the most serious difficulty for the practical use of the 2-BAC (10)

model has been precisely the decoding problem. In the sequel
for simplicity we will consider systematic convolutionaldes Now we can express (2) in terms of;(m), 8:(m) and
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vi.; (Y, m',m) as follows. 1) Initialise «p(m) and Sy (m) according to (13) and (15)
- / / or (16);
Agiyji = log 2 Qo ig Ve s )ty 1 (1) B () 2) As soon asy, is received the decoder computes

D D 10,0V, M/ s m)ag 1 (m) B (m)’
(11)

where (i,5) € {(0,1),(1,0),(1,1)}, and ay(m) can be
recursively calculated [2], for <t < N, from~; ;(y,, m', m)
as

vi.i (Y, m',m) using (17) anda,(m) using (12). The
obtained values ofi;(m) are stored for alt andm;

3) After the complete sequengd is received, the decoder
computes recursivelg; (m) using (14). When thé;(m)
have been computed they are multiplied by the appropri-

S S0 Vi Ve m! m) e 1 (m) ate a(m) and~; ;(y,,m',m) to obtain (18) and make
o (m) = : . (12) e 1 Yig
D 2t 2oim0 Viri Voo s M)t 1 (m) decisions or(iy, dy).

L _ - i We refer the reader to [6] where some performance curves are
COQS|Qer|n%that for = 0 the initial state fo_r_the two-user presented for the BCJR algorithm applied to a turbo coding
trellis is g = 0, we have the boundary conditions .

system for the noisy 2-BAC.

ap(0) =1 andag(m) = 0, for m # 0. (13)

. . IV. TURBO DECODING
Similarly, 5.(m) can be recursively calculated far = ) )
1.2... N_1as Let (C1,C5) denote a pair of turbo convolutional codes

) associated with user 1 (encoder 1) and user 2 (encoder 2) of
By(m) = Yoo 2ico Yisi Vi1, mym) By (m) @ a 2-BAC, respectively, as illustrated in Figure 1.
S S S v Ve m! m)an(m) Suppose the encoder 6, employs the turbo code cons-
truction of Berrou et al. [2]. It follows that the encoder for
The appropriate boundary conditions, when we haxe=0 (¢, consists of the parallel concatenation of two systematic
are recursive binary convolutional codes;; and C|, not ne-
cessarily identical. The respective inputs for both congmin
Bn(0) =1 and By (m) = 0, for m # 0. (15) encoders use the same information bits however in di-
tg?éent order due to the use of an interleaver in one of the
encoders. Similarly, the encoder f6% consists of the parallel
concatenation of two systematic recursive binary coniahat
codes,C; and Cé, not necessarily identical. The inputs for
both component encoders use the same informationdpjts

However, since not always the encoder reaches the s
on = 0, the following conditions can be used

Bn(0) =1/M and Sy (m) =0, for m # 0. (16)

From (10) it follows thaty; ; (y,,m, m) = P{o; = m|os_1 = however in different order due to the use of an interleaver in
m' YP{y,juy = i,d;, = j’j or = myoi—1 = m/}P{u; = One of the encoders, which must be identical to the intedeav
i,dy = jloy = m,oe_1 = m'}, where Pfoy = mloj_, = employed forC;. The transmission rate af; is assumed to

m’} denotes thestate transition probabilities of the two-user Pe equal to that of’;. Without loss of essential generality,
trellis, defined by the encoder input statistics. We assur@gsume that each systematic recursive encoder has asymptot
that P,(0,0) = Pi(1,0) = P,(0,1) = P,(1,1) = 1/4, ratel/n.

and since there are four possible transitions from each trel Example 2: Let C} and C} denote two binary recursive

lis state we assume thaP{s, = mlo,_, = m'} = Systematic rate /2 convolutional codes with identical poly-
1/4 for each of these transitionsP{y,lu; = i,d, = nomial generator matrices

j,or = m,oi—1 = m'} denotes thetransition probabili- 14 D2

ties of the time-discrete Gaussian memoryless 2-BAC which Gi1(D) = [ m}

we write as P{y,|lus = i,di = j,00 = m,00-1 =

m'} = P{y,|x.}, where P{y,|x;} = }‘:_01 P{yt(l)|:v§l)}, Similarly, let C5 and Cg denote two binary recursive sys-
and P{y"|z2"} = (0v2Zm) Lexp [—(yt(l) _x§l>)2/202}; tematic ratel /2 convolutional codes with identical polynomial

P{uy = i,dy = jlop = m,0,—1 = m') is equal to eithefd or generator matrices

1. It follows thatP{y§Z)|x§l) =a} = P{rgl)|u§l) = i,dgl) = a (D) = |1 D + D?

i} = (ov2m) texp —(ygl) —a)?/20%|, wherea = 2 if 2(D) = [ 1+D+D2}

(4,7) = (0,0), a = 0 if either (i, j) = (0,1) or (4,5) = (1,0), The corresponding encoders for users 1 and 2 are illustrated

anda = —21if (i,j) = (1,1). in Figure 3 and Figure 4, respectively.

Let B;” denote the set of transitions 1 = m’ — o, =m  The decoder employed, illustrated in Figure 5, uses iteati

that are caused by the input pair= 4, d; = j. We can further turbo decoding [7] to detect the most likely pairs;, d;) of

expressy; ;(y,,m’,m) as (17). binary information symbols. The iterative algorithm emyzd
where :vglz denotes the sub-block through the two-usarses the BCJR technique [1], adapted for use in the 2-

trellis associated with the transition_; = m’ — o, = m  BAC [8], making use of the 2-user trellis. The log-likelirbo

and inputsu; = ¢ andd;, = j. From (11) and (17) we canratios A;(us,d;), As(uy,d;) and As(ue, d;) associated with

rewrite (3), (4) and (5) in a compact form as (18). the pair(u¢,d;) of information symbols from users 1 and 2,
We can now outline the operation of the BCJR decoder: respectively, are computed using expressions (1), (2) and (
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- 1, (1 l
Yooty m) = { el g e |~ S = 4l /20°) for (mom') € By, (17)
5 ’ ? .
0, otherwise
.. 1)
S Lo Pelis ) exp [ = 520 ) = 2i!) )?/20% | s (") Bu(m)
Agiyj =log o (l) . (18)
S S P0,0) exp [~ 520 (01" = 2y )2/202 a1 () Bu(m)
r(l l_luli lllll s
—
AL
o K _ /\‘;(,
(0 : ) /\‘;‘,
—
u, >
A
«—) A,
I::I > N
Interleaver rw B - ;«w g g é l;
i, »(+ y > A!l
A,
Ay
Deinterleaver
Fig. 3. Encoder for turbo cod€;, employing two identical polynomial
D2 Fig. 5. lterative turbo decoder, containing two componetiodiers connected

enerator matrices, namelyt —1t2—_ |, ; :
g P 1+D+D? in series.

by decoder DEC1.
The mput to decoder DEC2 receives the sequefi¢eésand
{y (2) e, 53)}. The sequencg® corresponds to
the sequencg (©) interleaved. Decoder DEC2 also produces
@—D— soft outputs Aq(u,dy), Ae(u, d;) and Ag(u,d;), denoted
| ¥ as A?(ut, dy), A3(us, dy) and A3(uq, dy), to indicate the fact
! that they are associated with DEC2, respectively. These sof
outputs are used to improve the estimates of aheriori
probabilities of pairs of information bit sequenceés, d;)
input to decoder DEC1. Decoder DEC2 computes the log
likelihood ratios A3 (ut,d:), A3(ut,d;) and A%(ut,d:). The
valuesA?, (uy, dy), A3, (us,dy) and A3, (uq, d;) represent the
extrinsic information produced by decoder DEC2. Such \alue
Fig. 4. Encoder for turbo cod€, employing two identical polynomial de‘pend 0? the redundant information supplied by the ensoder
generator matrices, name % o and_Cz. The extrinsic mformatlon prodgcgd by dec_:_oder
DEC2 is used as an estimate of tlee priori probabili-
ties to decoder DEC1. The value®, (u,d;), A2, (uq,dy)
and A2, (us,d;) correspond, respectively, to the values of
The decoder operates as follows. The input to the first BCJ{% (ut,dy), A3, (ut,d;) and A3, (us, d;) when deinterleaved.
decoder, denoted by the block labeled as DECl in F|gure5 iSAs mentioned inSection I, the use of identical error-
fed with the received sequencg®) = {y\” ,y2 'y} correcting codes in systematic form for both users in the 2-
and y() = {y(l),y2 ,...,yN)} where y( /) was defined BAC suffers with a form of ambiguity expressed asulp =
earlier. DEC1 produces the soft outptts(us, d;), Al (us,di)  0,dy = 1y} = P{u, = 1,d; = 0]y}. In terms of the decoder
andAj(u¢, d;), which are interleaved and are used to produ@peration this ambiguity condition is expressed, equivdye
estimates of the priori probabilities of pairs of information in terms of log likelihood ratios ad; (u;,d;) = As(uy,dy).
sequences to be fed as inputs to the second BCJR decodlbe occurrence of this log likelihood ratio equality, at dinye
denoted by the block labeled as DEC2 in Figure 5. The notastantt, forbids any trellis decoder of separating the symbols
tion A}(ue, dp), A(ue,dy), Ad(uyg, dy) is used to indicate the sent by each user in the 2-BAC at time instanexcept for
soft outputsA;(ug,dy;), Aa(ue, d;) and As(ug,d,) associated the trivial cases, i.e., wherg, = d;.
with DEC1, respectively. The values!, (uq, d;), Al (us, dy) We notice that the key point which allows the decoder used
and A} (ut,d;) represent the extrinsic information producech this paper to separate from the received noisy sequeece th

!

Interleaver
2

l




JOURNAL OF COMMUNICATION AND INFORMATION SYSTEMS, VOL. XXXXX, NO. XXX, 20XX 5

two binary sequences, one for each of the two users, is 1
fact that, in general,

Ax(ug, di) # As(ue, dy)

10 T T

or, equivalently,

_ NI
P{ut:O,dt:1|y}7éP{ut:1,dt:O|y}, 107} S 3
x Nl
when the turbo codes for user 1 and user 2 are distinct. Y %\\ e *
107} oS \\; .
% A (L iteration) S
V. SIMULATION RESULTS o B (2 ierations) R 1
The standard Berrou and Glavieux [2] interleaver we || % 7353 :i::}:gr’]zg \\9 , |
employed with blocklength 512. The curves obtained, netati - % —E (5iterations) | %Ss\\
. e . . . — % — i i =®
the bit error probability and signal to noise ratio for useant (F;((Sv'ittﬁfﬂopusr)bo)

i i i

for user 2 are illustrated in Figure 6 and Figure 7, respeltiv 107 5 3 n s 5
The encoders folC; = C’l{ in Figure 6 have polynomial Eb/No (dB)
1

2 ) . ) )
enerator matrice§(D) = 1+D and the encoders Fig- 7. Bit error rate for user 2, for a ratg/3 turbo convolutional code with
9 (D) 14+D+D? polynomial generator matrikl (D + D?)/(1 + D + D?)].

for C5 = g in Figure 7 have polynomial generator matrices
G(D) = [1 %}. The two curves labeled “Without

Turbo”, one in Figuré 6 and one in Figure 7, are obtaindgese cases, sho_rt cod_es are desirable. Recently [10], LDPC
when the decoder recovers the binary data for each userd}fes have been investigated for the 2-BAC and the 3-BAC by
running the received sequengethrough DEC 1 only once. Méans of computer simulation and the results for the 2-BAC
As expected, when iterative turbo decoding is employed i€ comparable to those presented here.

construction shows a significant performance improvement! e complexity analysis of the BCJR algorithm for the 2-
with respect to the no-iterations (without turbo) casehwitBAC produces essentially similar results to those givertin |

a gain of approximatel3dB for a bit error probability of i.e., the algorithm requires large storage and conside@irh-

approximatelyl0—2 by using?2 iterations, for both users. putation, being practical only for short constraint lersgind
short subblock lengths. All the values®f(m) must be stored,

which requires roughly-22* storage locations. The storage
size grows exponentially with constraint length and ligar
with block length. The number of computations in deterngnin
the ay(m) (or B;(m)) for eacht are M2% multiplications
and M additions of22* numbers each. The computation of
the v:(m’, m) is quite simple and [1] suggests using a table
lookup. Computing\;(m) requiresM multiplications for each

t and computing the posteriori probability of the input digits
requiresk M /2 additions.

107 % AQ iteration) B \Q : E
° g(é Iitti:zttlizrrlz)) N ACKNOWLEDGEMENT
&
5| | — © — D (4 iterations) N i
10°H & _E (5 terations) ) NI Valdemar C. da Rocha Jr. acknowledges partial support from
- —(r—;(gvliiﬁgautlopjgbo) '\? the Brazilian National Council for Scientific and Technakd
107 : : - : j Development - CNPg under grant number 306612/2007-0.

Eb/No (dB)

Fig. 6. Bit error rate for user 1, for a rate’3 turbo convolutional code with

polynomial generator matrixt (1 + D2)/(1 + D + D?)]. REFERENCES
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