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Linear Dispersion Codes for Limited Feedback
Channels with Feedback Impairments
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Abstract—Linear dispersion codes (LDCs) are an attractive
tool for attaining spatial diversity in OFDM systems with multiple
transmit antennas. To reach the potential gains, in each siation,
the selection of a proper set of codes depends, in general, tre
existence of a reliable feedback channel. We propose LDCsrfo
multiple-input multiple-output (MIMO) channels with a fixe d

transmit powers of the transmitted signals, then equal gain
transmission (EGT) [3] with any combining scheme (SDC,
EGC or MRC) achieves full diversity order over the MIMO
flat fading channel.

A more realistic assumption, however, is that of limited

amount of feedback. The proposed scheme selects the LDC fromfeedback (consisting of a few bits) with partial CSI at the

a set of LDCs that minimizes the error probability based on tre
instantaneous channel conditions. The determination of t& best
set of LDCs is described as a constrained optimization proleim.
We present several good sets of LDCs, obtained from an opti-
mization algorithm. Through simulation results we show thd the
proposed schemes outperform previously reported compardb
results, yet at the price of increased complexity. We also shw
the performance gains that can be reached in practice with LT,
by critically evaluating the feedback channel impairments such
as errors and signalling delays, and also considering the fefct
of signalling overhead on the achievable throughput.

Index Terms—Limited feedback channel, linear dispersion
codes, MIMO, OFDM, transmit diversity.

I. INTRODUCTION

ULTIPLE-INPUT MULTIPLE-OUTPUT (MIMO)

transmitter. This situation requires some form of quartitira
of either the CSI or the beamforming vectors. The most usual
approach is to define a finite codebook of possible beam-
forming vectors known to both the transmitter and receiver,
and based on the instantaneous CSI the receiver only needs
to send through the feedback channel the label of the best
(according to a given criterion) beamforming vector. The
analysis of quantization methods for MIMO channels with
limited feedback is a well-studied research problem [4]-[8

In [6], the codebook design problem was shown to be equiv-
alent to the problem of packing one-dimensional subspaces
known as Grassmannian line packing. Although Grassmannian
beamforming achieves full diversity for the case of i.i.d.
Rayleigh fading channels, no practical algorithm to cantr
the codebook was developed. One important contribution of

wireless communication systems can exploit thk§] was the derivation of a bound on the number of feedback
spatial dimension to achieve higher transmission rategoandits required to achieve full diversity. In particular, fadfr
to improve the error performance over fading channelgansmit antennas, at ledski, (M) bits are required.

For single-input multiple-output (SIMO) wireless charsjel

The problem of quantizing the EGT (Q-EGT) beamforming

techniques such as selection diversity combining (SDG)gctor was first proposed in [5], and recently addressed by
equal gain combining (EGC), and maximum ratio combininflurthy and Rao [7]. In [7], a vector quantization approach

(MRC) have been used to obtain diversity gain. One way

9 Q-EGT is considered, and an algorithm based on the

obtaining the benefits of the spatial dimension for wirelegeneralized Lloyd algorithm is presented that converges to
channels with multiple transmit antennas is through spadeessibly local optimum codebook in the sense of maximizing
time coding [1], which requires no knowledge of the channehpacity. The theoretical results developed in [7] aredvali

state information (CSl), i.e., the fading coefficients ass@d

when the SNR is either very high or very low, and progres-

with the channels from the transmit to the receive antenn&s/ely becomes more accurate as the number of feedback bits
at the transmitter. For MISO or MIMO wireless channelgets larger.

the performance can be considerably improved if a feedbackn [8], assuming that the transmitter uses the quantized
channel exists so that the CSI is known at the transmitter.information for beamforming, the authors derive a universa
the CSl is perfectly known at the transmitter, then maximutawer bound on the outage probability for any finite set of
ratio transmission (MRT) [2] is the optimum beamformingbeamformers. By this result, it is possible to characterize
If the antenna amplifiers are required not to modify ththe gain with each additional bit of feedback information
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regarding the channel state, and to show how the performance
approaches that of perfect CSI.

Besides the theoretical contributions to this importarit-su
ject, as referenced earlier, a number of practical scheraes d
signed for the MIMO wireless channels with limited feedback
have been proposed, many of them adopting the minimization
of the instantaneous probability of error, or, equivakgntl
maximization of the signal-to-noise ratio (SNR) [9]-[16].

An interesting feedback-assisted scheme, proposed by Gore
and Paulraj [9], uses an orthogonal space-time block code
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(OSTBC) [17] with the best subset of antennas, selected frandeword length, we obtained good sets of LDCs, by using an
My > 3 transmit antennas available. They have shown thabatimization algorithm. Although our results are concated
transmit diversity order ol is achieved, as if all the transmiton sets of rate-one LDCs, sets with codes of other rates can
antennas were used. Herein we refer to this scheme as ttandmisought as well. Also, results are shownfdr = 1 receive
antenna selection/Alamouti (TAS/A) when the Alamouti codantenna, but the results are valid and can easily be adapted t
is used. the MIMO case with any combining scheme (SDC, EGC or

Chenet al.[10] have presented an error probability analysi®IRC). This is the first contribution of this paper. Part ofsthi
for the so called transmit antenna selection/maximabrattontribution was presented in [19].
combining (TAS/MRC). In this scheme, which we refer to We call attention to the fact that the LDCs in the good
as TAS/T (“T” stands for trivial), a single transmit antensa sets given in this paper correspond to a form of uniform Q-
selected fromMy > 2 transmit antennas. Again, a transmiEGT, although some sets may have a more general form as
diversity order ofMr is achieved. compared to the ones in [7], because herein the number of

Similar ideas have been proposed by Machado and Uchp&r-antenna bits may be different for different antennaxes
Filho [11], refined later in [12], [13]. They have proposedor some parameters the optimization algorithm outputs the
a hybrid transmit antenna/code selection scheme that esoasniform Q-EGT solution, the results in this paper suppoet th
from a list of (orthogonal and non-orthogonal) STBCs the beslaim made in [7, Section VII] that the uniform quantization
code to be used with a subset of transmit antennas. In fken fact very likely to be the optimum scalar quantized when
same direction, the so called group-coherent codes (GC@} total number of feedback bits is a multiple (@i — 1).
have been proposed by Akhtar and Gesbert [14], [15] for However, those LDCs were not studied in more realistic
My = pM transmit antennas ang— 1 feedback bits. A GCC conditions where limitations of the feedback channel are
for My = pM transmit antennas consists of a STBC for thpresent. Firstly, even though the feedback channel conveys
first M transmit antennas and the same STBC for each ogeantized information, it is still not possible to send thdex
of the otherp — 1 groups of M transmit antennas, where theof the code word for each symbol or, in an OFDM system,
signals transmitted through each group (except the firs} orer each carrier. Therefore, the feedback information isallg
of M antennas is multiplied by eitherl or —1, the polarities just related to a sample of the whole channel. Secondlyrerro
being determined by—1 feedback bits. The transmit diversityand delays are limitations of any communication channel and
order achieved igM and, again, the aim is to minimize thethe feedback channel is not an exception. In this paper, the
instantaneous error probability. Each multiplying factbt LDC presented in [19] is analyzed taking into account these
can be seen as a 2-level quantizationegb(jf). Each of inherent feedback channel limitations and it will be shothatt
the p — 1 feedback bits determines a phaez {0,7}. In gains of the LDC technique can only be obtained when some
other words, the multiplying factors are taken from BPSKconditions are met. We investigate the performance not only
In [16], the GCCs have been extended to yield a better eriarterms of the bit error rate, but also consider the goodput,
performance with(p — 1)log,(r) feedback bits, where is where we include the signalling overhead from the feedback
some positive power of 2. channel. This is the second contribution of this paper.

In these practical schemes, the set of codes have not beefhe paper is organized as follows: In Section II, we review
optimized formally, and their choice was based on intuitiomDCs. The proposed scheme and its associated optimization
In this paper, for wireless channels witiz > 2 transmit problem are described in Section Ill. In Section IV, we
antennas,Mp receive antennas, and limited feedback, weescribe the optimization algorithm used to obtain the good
propose a code selection (CS) transmission scheme that ussts of LDCs for selected parameters given in Section V. In
the best code from a set dfs codes, wheré; is the number Section VI, we present simulation results of several LDCesod
of feedback bits. By best, we mean the code that minimizesnsidered in Section V. In Section VII, the results of the
the instantaneous error probability. analysis of the feedback channel limitations are presesmed

The codes in the set of possible selections belong to thiscussed. Finally, Section VIII concludes the paper.
broad class of linear dispersion codes (LDCs), introduced i
[18]. LDCs are good candidates for high-rate MIMO signaling I
over wireless channels. Transmitted codewords of an LDC ) ]
are formed by linear combinations over space and time of!n this section, we present the model for MIMO systems
certain dispersion matrices, the transmitted data syniimtgy €MPloying LDCs. Consider a MIMO system wifti; transmit
the combining coefficients. Our preference for the LDCs @1dMr receive antennas. Assume that the channel has a flat
due to the fact that encoding and decoding are an easy t&d/'€igh fading and remains constant ovesymbol intervals.
when these codes are used, and constitute a broad c/H&§ input-output relationship is given by
of co<_jes, of which many spaqe—time codes, antenna/code Y = 1 XH + W, (1)
selection schemes, etc. are particular cases.

Herein, for a fixed amount of feedback, the determination @fhereY is ther x Mz matrix of the received signals an¢
the best set of LDCs, i.e., the one that minimizesdkierage is ther x My matrix of transmitted signals with unit average
error probability, is described as a constrained optinomat energy. LetCA/ (0, R) represent the joint p.d.f. (probability
problem. A closed-form solution to this problem is difficultdensity function) of a zero-mean circularly symmetric coemp
to obtain. Nevertheless, for certain values [fr, by, and normal random vector with covariance mati Then,W is

. LINEAR DISPERSIONCODES
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the T x Mg matrix CN(0, 1., ), representing the joint p.d.f. where the equivalertM gt x 2Q real-valued channel matrix

of the i.i.d. additive Gaussian noise samples with unitarace,

H is the M x Mz MIMO channel characterized by the p.d.f.

w7 with p the average SNR at
T

each receive antenna, regardless of the number of transmit

CN(O,IMTI\,{R), and% =

antennas.

Assume we have) r-QAM data symbols{s,}, ¢ =
1,...
symbol intervals. The linear transmission (LD) matkxis
then given by [18]

Q
X = Zanq +36,By,

q=1

)

where we have decomposed the transmitted sympaito its
real and imaginary parts, i.es, = a4, + jG;. {Aq, Bg},
qg = 1,...
dimensionr x My that specify the code. The rate of the LD
is

R (bit/symbol interva) .

3
Typically, the dispersion matricefA,, B,}, ¢ = 1,...,Q,
are required to satisfy the following energy constrairisietl
in increasing order of stringency [18]:

B Qlogy 1
- T

Q
> Tr(AFA,+B]'B,) = 2rMy; (4)
q=1
M
TrAMA, = TrBYB, = TQT, ¢g=1,...,Q; (5
T
AZ‘Aq:B;—{BqZGIMT, ¢=1....Q, (6

where(-)" represents conjugate transpose ZmdA )

,Q, with unit average energy, to be transmitted over

,Q, are complex-valued dispersion matrices of ) ) ) )
c In this section, we design LDCs for MIMO channels with

‘H is given by
Aih, Bih, Agh, Boh,
H=| 5 5 5 ©)
AthR BthR AQhNIR BQhMR

The LDCs subsume, as special cases, both V-BLAST [20] and
orthogonal STBC [17]. From (2), we can see that LDCs are
very simple to encode. Furthermore, LDCs can be decoded
very efficiently by several well-known MIMO demodulation
algorithms, such as the sphere decoder [21], the sequential
Monte Carlo (SMC)-based detector [22], the nulling-and-
canceling detector [23], as well as the simple linear detsct
[24].
I1l. LINEAR DISPERSIONCODES FORMIMO CHANNELS
WITH LIMITED FEEDBACK

limited feedback. Consider the MIMO system in Section I
with My > 2 transmit antennas and, for simplicity/z = 1
receive antenna. Assume the channel fading coefficients are
known at the receiver, and that an error-free and a delay-
free feedback channel is available through which bits
can be sent to the transmitter. In our transmission scheme,
based on the instantaneous channel conditions, the receive
determines which LDC within a set @&+ LDCs yields the
maximum instantaneous SNR (i.e., minimum instantaneous
error probability). It then sends &;-bit index through the
feedback channel indicating the best LDC to the transmitter
Let us define the complete real and imaginary dispersion
matricesA = [A,Ay---Ag] and B = [By,By---Bg],
both of dimensionr x (M7Q). Also, letJ = {1,...,2%} be
an index setS = {{A(¢),B(i)} : ¢ € J} be a set containing

denotes ob; | pCs and H({A(i), B(i)},H) be the matrix in (9)

the trace of matrixA. In (4) we normalize the total transmits, the i-th LDC in S for a given channel realizatiofl.

power, (5) and (6) guarantee that the transmitted powerffe instantaneous pairwise error probability (PEP), i,
distributed equally among alf) symbols and all transmit \,-opapility conditioned ofi that a maximum-likelihood (ML)

antennas, respectively.

Now, let us defineYr = R{Y} and Y; = S{Y}.
Denote then-th column of Yg, Y7, Hr, H;, Wr and Wy,
respectively, bWr n, ¥1,n, DR n, Wi pn, Wwr, andwy,, and

define
Ar, —As s | =Bry, —Brg,
A ey g »q , B, & 9 9 (7
1 |: AI.,q AR.,q :| 1 |: BR,q _BI,q ( )
A hR,n
hn - |: h],n :| 9
wheren =1,..., Mg, andAgr,, A; 4 Br,g andBy, are

the real and the imaginary parts of the matrigeg and B,
respectively. With these definitions, we rewrite (1) as:

YR1 oy WR,1
yI1 B1 W1
. 14 .
=,/—H : + , 8
i (®)
YR, MRr agQ WR, Mg
YiI,Mp Ba W1 Mg
Yy x w

receiver decides erroneously in favor of a real veetgiven
that the real data vector defined in (8) was transmitted is

P (x— ef) = P (|ly = 2oMel®* < lly = v0Hx|*) . (20)

which is well approximated by [1]
2
Pix— a) <o (<0 9P 20T ) )

where|| - ||> denotes the Frobenius norm. The probability in
(10) depends not only on the signal constellation adopted bu
also on the specific pair of correct and erroneous vectors,
which makes the solution to our problem more difficult to
obtain. Instead, we shall be interested in a representative
error performance measure that depends essentially on the
instantaneous channel realizati®#h and on the description

of the LDC offered by the dispersion matrices and B,
regardless of the constellation adopted. That is, we censid
the PEP conditioned o derived in [18]

1 2 -1/2
P.(H) < 5 det [I n %OHTH} : (12)
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where ()T denotes transpose. This formula is based on tiéich the element at the:-th row andn-th column is given

Gaussian input assumption, so it is not dependent onbg
particular signal constellation. For a channel realizafid,
and for a given se8§ of LDCs, in our transmission scheme

O (9), (16)

Cm,n(i) = Tm,n (i)e

the receiver selects the indéxcorresponding to the best LDCThys, the elements of the dispersion matridesnd B are

according to
i* = argmin P.(H({A(:), B()}, H)).  (13)

Let us now describe the optimization problem related to the
determination of the optimal set of LDCs. We want to find the

Ymn (8) €08 Ory (1)
Yrmyn (1) 810 Oy (7).

A (7)

bnn(i) = (17)

To limit the search space we must choose initially a&et

set of LDCs that minimizes thaveragePEP over all channel Of Possible phases,, ,.(i) and a setS, of all possible ampli-

realizations. Let

Pc(S)=En  min JPe(H{A,B}LH) (14

{AB}e

tudes~y,,.(¢). In this contribution we have selected the sets

Sy = {0,7/2,7,37/2} and S, = {0, VI/2.1,\/3]2, \/5}

However, this choice was arbitrary and not optimized in any

particular way. A study of the ideal set size and elementeslu

be the average PEP for the sgtof LDCs. We should note still needs to be performed. The algorithm is described in
that an LDC{A, B} is a point in theC?>7*7< space. So a set Algorithm 1 using pseudo-code.

S is a point inC*™Mr@ x ... x C**M7@Q Then the optimal

b i

Algorithm 1: Code set optimization algorithm

2's times
setS* of LDCs (subject to one of the constraints in Sec. |1}
is given by

S*=a i P.(S). 15
oo M0 a8 (19)

2br times

As observed in [25], the minimization of the expected valfie o
(12) cannot be solved analytically. The optimization pewbl

in (15), which is far more complex, must thus be solved by
some computational method. In particular, the continuous m
tidimensional complex space in which the dispersion masric
reside should be restricted to some finite subset, and epect
tions with regard td should be obtained through simulations
over a large number of independent channel realizations.

IV. OPTIMIZATION ALGORITHM

Finding the optimum set of LDCs for each system con-
figuration (parameterd/r, Mg, 7, Q andby) is a complex
task. An exhaustive search can be done over all possible set
combinations, but it becomes unfeasible as the number of
combinations increases, and, as far as we are aware, there
is no analytical solution to this problem.

In this section we present the search algorithm that was
considered to find the sets of LDCs presented in Section V.

An optimization algorithm was proposed in [16], where the
power restrictions in (5) and (6) should always be satisfied.
In this section, we propose an algorithm that may consider
only the restriction in (4), decreasing the algorithm coengil,
and making it possible to use when restrictions (5) and (6)
are not required. We also reduce the algorithm complexity by
eliminating, at an early stage, all the LDCs that provideghhi
PEP, and are thus not likely to be part of the optimum LDC
codebook.

The goal of the algorithm is to find the optimum set25f
dispersion matrix pair§ A (i), B(i)} that satisfies (15).

In this paper, we represent the dispersion matrix pair by a |

Data: The parameterd{r, Mg, 7,Q andby; the sets of

possible amplitudes and phasgsandS.; the
number of channel samplégy; and the maximum
allowed pairwise error probability? max

Result The set of optimized dispersion matric8$
begin

repeat

Define the setSc of (|Sy| |S,|)™*“~" possible
dispersion matrice€>, according to all possible
combinations of angles and amplitudes, such that
00,0 == 0;
for C € S¢ do
if C does not satisfy any of the desired power
restrictionsthen
L RemoveC from S¢;

if |[Sc| == 0 then

| redefineSy and S, with more elements;
until |Sc| > 0;

Create a sefy of Ny random complex channel
matricesH of dimensionMr x Mg;

for C € S¢ do

for H € Sy do
L Calculate the upper bound of the PEP

P.(C,H), as in (12);
Calculate the average PER(C) over all
channel samples;
if P.(C) > P. max then
L RemoveC from S¢;

SetP :=1andS* «— 0 ;

for each setS of 2°¢ different codes fronSc do
Calculate the average minimum PER(S) for
the set, as in (14);
if P.(S) < P then
| SetPr:=P.(S)andS* =S ;

single complex dispersion matric(i) = A(i) + jB(i), in
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The number of channel samplég; and the maximum al- LDCs described in (18), the transmitter sends signahrough
lowed PEPP. nax for any dispersion matrix are two parameterantenna 1 and eitheg; or a version ofs; rotated by
that can be selected to reduce the algorithm processing timedians through antenna 2, depending on the phase difeerenc
Ng must be large enough to guarantee statistical confidermmweenh; ; andhs ;. In other words, the feedback bit carries
and in this work we have considerédy = 20.000 channel phase-only information. This idea can be extended for other
realizations. However, it is important to mention that weéa parameters, when the number of LDCsd8n(given by 2°/)
not performed any investigation on whether a smaller numbisrmatched (in a sense that will become clear) to the number
of channel samples would also provide meaningful results.of transmit antennas. Although not obtained by solving the
Alternatively, instead of setting a maximum max, We can optimization problem in (15), the following sets of rateeon
equivalently select thé&/¢ codes with the lowest average PERi.e., 7 = Q) LDCs are likely to be optimal.
This was the approach taken in this contribution, in which fo For My = 2, 7 = @Q = 1, andb; = b, the associated
Mpr =2, Mr=17=@Q =1andbs = 2, we selected the dispersion matrices are given by
best 36 dispersion matrices before determining the optimum 1 T
set. Ak,1 =By = o s
Even though we cannot guarantee that the codes found with . exp (55 (k —1)
this algorithm are mathematically optimal, we shall see @nd the corresponding codes are
Section VI .that they perform as good as or even better than X = [ $1 exp (j%—?f(k — 1)) 51 } , (20)
codes previously found in the literature.

wherek =1,...,2°.
i = = = >
V. SEVERAL GOOD SETS OFLDCs wWITH FEEDBACK Extendmg for.MT .2’ by .b’ andr =@ > 1, we h_ave
. _ . _ that the linear dispersion matrices, #pe= 1,...,Q, are given
Herein, the results obtained through the algorithm deednbby
in the Section IV are presented, where the power restriétion _ T
(5) was considered. At the end of this section, some extassio A, g =By = 0 ... ,27} - 0 ,
are also mentioned. ’ L0 exp((R—1)) . 0
The resulting dispersion matrices fadr = 2, Mg = 1, where the only nonzero row is thgth row, and the corre-
r=Q=1,andb; =1 aré sponding codes are
117 117 [ 51 exp (g%—g(k—l)) 51
A1) =B.(1) = [ 1 } , A1(2) =Bu(2) = [ 1 } Xp=| : : ; (21)
The corresponding codes are | sq exp (j3(k— 1)) sq
— b
Xi=[s1 s1], Xo=[s1 —s1]. (18) Wherek =1,...,2".

ForMr =3, 7=Q > 1, andb; = 2, the linear dispersion
ForMr =2, Mrp=1,7=Q =1, by = 2 we have used matrices, forg = 1,...,Q, are given by
the same algorithm mentioned earlier (adapted for this new

configuration) to find the “best” set of codes. The dispersion o ... 1 ... 01%F
matrices of the best set of LDCs (under the energy constraint  ,  _ g _ | o 1 0
. l,g = Pl,q = ’
in (5)) were found to be 1 0
T T - 4T
1 1 0 1 0
am-s -] ae-me-[1] Aoy—Bag— |0 1 0]
L7 L7 | 0 -1 0 |
A1(3):B1(3): [ 1 :| 7A1(4)=B1(4): [ —j ] ) [0 1 O_T
and the corresponding codes are Azq=Bsq = 8 _11 8 '
Xy=[s s ], Xo=[s1 js1], 0 1 01"
X3 = [ S1 —S81 } y X4 = [ S1 —jSl } . (19) A4-,q = B4-,q = o ... -1 ... 0 ’
o ... =1 ... 0

We note that the best solution for these simple examples ar -

particular cases of the so-called generalized group-exuﬂ]erWﬁere_the only NONZETO Tow 1S theth row, and the corre-
Pondmg codes will be of the form

codes [16]. For other parameters, the best solutions dte st

unknown. However, it should be noted that, with the set of s$1 81 Ss1 $1 81 —S1
1t is important to note that equivalent solutions are pdssiny pair of 1= . . : ’ Xy = . : : ’
LD matrices that have the form sQ SQ So sQ SQ —Ssq
T T
mo=-mm=[ 0] me-me-=[ ], s —s1 s s =51 —s)
Xg=| ¢ i, Xe=|

is equivalently a good pair of LDCs, wheteandb can be arbitrary complex : : :
numbers under the energy constraints presented in Settion | sQ —SqQ SQ sQ —SQ —SqQ
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For My = 3, by = 2b, and7 = () > 1, we have that the linear decoding method with a small decoding delay=( 1

linear dispersion matrices, far=1,...
A, andBy,, forg=1,...,Q, will be of the form

o ... 1 ...07"
Ak_’q :Bk_’q = 0 ..o ... 0 y
0 ... Qg ... 0

where the only nonzero row is thgth row, and the corre-
sponding codes will be of the form

S1 181 Q92S1
Xp=| + S (22)
SQ Q185Q Q2S5Q
where for eachXy, k = 1,...,2%, a different pair ¢, as)

is taken from:

2 27
€xXp j?nl , €XP j?nQ )

whereny,no =0,1,...,2° — 1.

As a final and more general extension, we consider any

Mg >2,by = (Mr —1)b, and@ > 1. We have that the LD
matrices, forg = 1,...,Q, are of the form

o ... 1 ...01"
0 ... aq ... 0

Akg=Brg=1 . : : ’
0 ... QM —1 ... 0

where the only nonzero row is thgth row, and the corre-
sponding codes will be of the form

S1 (181 AMr—151
Xp=1| 1 : ;o (23)
SQ  Q15Q AMr—15Q
where for eachX, k = 1,...,20Mr—Db 3 different
(a1, ..., an.—1) is taken from:
2 27
exp jﬁnl y.o. ., XD jg’ﬂ]\,{Tfl 5
whereny, ..., na -1 =0,1,...,2° — 1.

The codes obtained in this section are referred throughout
the rest of the paper as CS/LDC-T codes. A very important
observation we can make about them is that, although we

have considered in our optimization problem the large adiss

LDCs, the best codes turned out to be a very special cases of , important class of codes for

, @, are of the form for the new LDCs simulated herein) is adopted. The results

are presented in Figure 1 faf; = 2 transmit antennas and in
Figure 2 forMr = 3 transmit antennas, both with=Q =1

symbol andMgr =

1 receive antenna. In both figures, the

corresponding optimal beamforming scheme is also included

TABLE |

SET OF CODES OF THEGBLP-2SCHEME. M7 = 2 AND by = 2.

Antennal Antenna2
Code 1 s1(—0.1612 — 50.7348)  s1(—0.5135 — j0.4128)
Code 2 5;(—0.0787 — 5j0.3192)  s1(—0.2506 + j0.9106)
Code 3 51(—0.2399 + 50.5985)  s1(—0.7641 — 50.0212)
Code 4 51(—0.9541) 51(0.2996)
TABLE Il
SET OF CODES OF THEGBLP-3SCHEME. M7 = 2 AND by = 3.
Antennal Antenna2
Code 1  s1(0.8393 — j0.2939) $1(—0.1677 + 50.4256)
Code 2 5;(—0.3427 + j0.9161) $1(0.0498 + ;0.2019)

Code 3

51(—0.2065 + j0.3371)

51(0.9166 + ;0.0600)

Code 4

51(0.3478 — j0.3351)

51(0.2584 + ;0.8366)

Code 5  5,(0.1049 + j0.6820) _ 51(0.6537 + ;0.3106)
Code 6 5,(0.0347 — j0.2716) __ 5,(0.0935 — j0.9572)
Code 7 5,(—0.7457 + jO.1181) _51(—0.4553 — j0.4719)

Code 8

51(—0.7983 + ;0.3232)

51(0.500 + 50.0906)

TABLE Il
SET OF CODES OF THEGBLP-3SCHEME. M7 = 2 AND by = 3.
Antennal Antenna2
Code 1  5;(0.8393 — 50.2939) $1(—0.1677 + 70.4256)
Code 2 51(—0.3427 + j0.9161) 51(0.0498 + ;0.2019)
Code 3 s1(—0.2065 + 50.3371) 51(0.9166 + 70.0600)
Code 4 5;(0.3478 — 50.3351) 51(0.2584 + 50.8366)
Code 5 5;(0.1049 + 50.6820) $1(0.6537 + 70.3106)
Code 6  51(0.0347 — j0.2716) $1(0.0935 — 50.9572)
Code 7 s1(—0.7457 + j0.118T)  s1(—0.4553 — j0.4719)

Code 8

51(—0.7983 + j0.3232)

51(0.500 1 0.0906)

TABLE IV
SET OF CODES OF THEGBLP-4SCHEME. M7 = 3 AND by = 2.
Antennal Antenna2  Antenna3
Code 1 81/\/§ 81/\/§ 81/\/§
Code 2 jsl/\/g —Sl/\/g —jsl/\/g
Code 3 —81/\/§ 81/\/§ —81/\/§
Code 4 —js1/V3  —s1/V3 jsi/V3

MIMO channel with

LDCs and are surprisingly simple. The performance of somg, e feedback, named Grassmannian beamforming (Love

and Heath [6]), is considered in this section for perfornganc
comparisons. Tables |-V present the schemes GBLP-2, GBLP-
3, GBLP-4, and GBLP-5 [6], respectively, where GBLP means
In this section, we compare the LDCs discussed in Secti@rassmannian beamforming line packirig Table V, 6, =
27/3 andfy = 47 /3.
BPSK modulation over a flat quasi-static Rayleigh fading and Figure 1 considers the TAS/T [10], fdr; = 1 feedback
ideal feedback channel. Regarding the sets of LDCs propod®t] the CS/LDC-T-B and CS/LDC-T-Q, fob; = 1,2 feed-

in this paper, there are certain characteristics that shbal back bits, respectively, and the GBLP-2 and GBLP-3 [6],
mentioned. For instance, only one RF chain is required sinfoe b, = 2,3 feedback bits, respectively. The CS/LDC-T-B
the same symbol, up to an antenna-dependent phase rotatom, CS/LDC-T-Q schemes are described in (18) and (19),
is transmitted through all antennas. Moreover, a very ssmplespectively, and can be represented generally[soyy; s],

LDCs is presented in the next section.

V1. RESULTS. IDEAL FEEDBACK CHANNEL

V in terms of their bit error rate (BER) versus SNRy) for
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Fig. 1.

TABLE V
SET OF CODES OF THEGBLP-5SCHEME. M7 = 3, by = 3.
Antennal Antenna2 Antenna3

Code 1 81/\/5 81/\/5 0
Code 2 81/\/5 0 81/\/5
Code 3 0 81/\/5 81/\/§
Code 4 2L exp{jOi} s1exp{jfa} 0

2 2
Code 5 3L exp{jOi } 0 s1exp{jfa}

2 2
Code 6 =Lr=xplifaf 0 s1 exp{joi}

2

Code 7

V2
s1exp{jfa}

s1exp{jOi}

V2

0

Code 8 0

2
s1exp{jfa}

s1exp{jOi}

2

2

107}

— 5 TASIT
—#— CS/LDC-T-B
CS/LDC-T-Q
—©— GBLP-2
—6— CS/LDC-T-8
—— GBLP-3

10"

—<— Optimal beamforming

BER of TAS/T forb; = 1, CS/LDC-T, forby = 1,2,3, GBLP-
2, GBLP-3, forby = 2,3, and the optimal beamforming curvé/{r = 2,

Mg =1

5 7

11 13
0 (dB)

i i
15 17

19

The CS/LDC-T-BB scheme is described by (22) fpr= 2.
In other words, for this scheme the set of LDCs is defined as
the four matrices of the fornis a1s «ass], wherea; and
ay belong to{£1} (BPSK). The CS/LDC-T-BQ scheme, not
described before, corresponds to the selection of the belst ¢
from the set of LDC9s a s aas|, wherea; belongs to{+1}
(BPSK) andas belongs to{+1,+j} (QPSK). The CS/LDC-
T-QQ scheme is described by (22) and corresponds to the
selection of the best code from the set of LDBSv;s 2],
wherea; andas belong to{+1, +5} (QPSK). The maximum
diversity order (equal to 3) is achieved by all the schemes.

From the simulation results presented in this section, if ma
be observed that the proposed LDCs present the best error
performance. It is important to mention that, in some cases,
the BER performance of the proposed LDCs are equivalent to
the other schemes already presented in the literature,ie.g.

[6].

VII. RESULTS. NON-IDEAL FEEDBACK CHANNEL

The results in Section VI address the limitation to the
amount of information that may be sent through the feedback
channel, but they consider that an instant error-free faekib
channel is available, which clearly does not correspondab r
ity. LDCs are usually employed in multicarrier systems, ,and
ideally, the optimum transmission index would be available
for each resource element i.e. for each subcarrier and OFDM
symbol. In real systems, however, the feedback channeltis no
perfect and has a limited bandwidth, and the available index
may be impaired by several reasons, such as the feedback
delay, the transmission of the indexes in regular time jgisrio
and the transmission of one single index for a group of
subcarriers. Moreover, there is always the possibilityt tha

wherea; belongs to2®-PSK. The maximum diversity order errors may occur in the transmission of the feedback symbols

(equal to 2) is achieved for any number of feedback bits.

In order to study each of these limitations, the LDC set pre-

In Figure 2, TAS/A [9], TAS/T [10], the GBLP-4 [6], and sented in (18) was chosen, with dimensidds = 2 x 7 = 1,
the new CS/LDC-T-BB, fob; = 2 feedback bits; the GBLP- @Q = 1 symbol per block, and; = 1 feedback bit. An OFDM
5 [6] and the new CS/LDC-T-BQ, fob; = 3 feedback bits; system with/N. = 1024 subcarriers, with subcarrier spacing

the HS 3Tx 4Fb [12] and the new CS/LDC-T-QQ, fgr = 4

feedback bits, are considered.

BER

Fig. 2.

—6&— TASIA

f| —<— TAS/T

—%— GBLP-4
—— CS/LDC-T-BB
—A— GBLP-5

f| —v— CS/LDC-BQ

—+— HS 3Tx 4Fb
—#— CS/LDC-T-QQ

Optimal beamforming
n n

<~

BER of TAS/A, TAS/T, GBLP-4, and CS/LDC-T-BB fdr; = 2,
GBLP-5 and CS/LDC-T-BQ foby = 3, HS 3Tx 4Fb and CS/LDC-T-QQ for
by = 4, and the optimal beamforming curvé/r = 3, Mg = 1.

5 7

9
Y0 (dB)

15

Ay = 10.937 kHz, operating at 2.5 GHz was considered.
The transmission performance was simulated over a muitipat
channel following ITU-Pedestrian-B model [26] with 3 km/h
velocity. The channel responses at thér = 2 transmit
antennas are uncorrelated and the system usesMply= 1
receive antenna. Transmission is done in blockgVgf= 50
OFDM symbols, which are transmitted in regular intervals
of T' = 5ms, which is, for instance, the frame length of a
WIMAX system.

In duplex systems one must take into account that part of
the available bandwidth in a given transmission directiarsin
be reserved for a feedback channel, which transmits channel
state information or the LDC index to be used in the opposite
link. This signalling overhead affects negatively the efifiee
achievable data goodput. In order to assess the impact of
this overhead, we consider a duplex system with identical
transmission schemes, where part of the data in each dinecti
contains feedback information for the opposite directimen,
it is possible to define the achievable goodpuas

(NgN.logy M — by /N,)C(ps)
T

G = bits/s (24)
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where M denotes the modulation order, as in M-PSK or M-

QAM. The termN N, log, M indicates the number of bits in 018 ! ! ! ! !

one transmission block a¥, symbols andV, subcarriers. Of R ; ;

these bitsh bits are used everiy, frames to indicate the best ) S S SN b ]
code for the opposite link. Data bits are transmitted with an ; ; : ; :
uncoded bit error probability,, and error-free transmission e O OO SONVUIE NOOPUONDE SOOI WU T 4

can ideally be obtained by means of coding with a (@tg; ),
which is the capacity of a binary symmetric channel:

C(py) = (1 = pp)logs(2(1 — py)) + pyloga(2ps).  (25) I I
Computer simulations were used to evaluate the BER an o[~ T ooty - BRSKL
the goodput in high SNR conditions, where LDC presents : § § ; i;“;g;zgﬁf‘ggw
higher gains. A signal-to-noise ratio of 20 dB was used in S NS NN RN
every simulation, and the results are presented in thevWoilp P ;
subsections for different feedback channel impairmentsn-C O b tr s tr oyt

parisons are made with systems without transmit diversity a
with the Alamouti scheme, which do not require any feedback
channel. This comparison is relevant for us to investigatesi
better performance of LDCs in terms of BER compensate: : : : : : :

the goodput loss caused by the increased signalling lodd wit S R } LBF IR TR R T
!'DC' V\./e do not compare the Other. LDC proposals presentIgi‘g. 3. BER with varying signalling[ peri(ld, at SNR = 20dB.

in Section VI, as they present similar or worse performance

in terms of BER.

Figure 4 shows that the goodp@itpresents a peak value at
A. Periodic Transmission of the Indices N, = 2 for BPSK. This happens because, while, the error rate
We first consider a system in which the feedback informiicreases with larger periods, the feedback overhead, @n th
other hand is reduced, resulting in higher usable trangoniss

tion is transmitted at intervals a¥, frames, what is usually X
done in real systems to reduce the signalling load. Thevecei'€- SO, it can be observed that, although the LDC has a lower

selects the best LDC indei for each OFDM subcarrier BER than Alamouti whenV,, < 5, the goodput performance

according to the criterion in (13), taking into account the i of LDC is only slightly better than the one of Alamouti scheme
when BPSK in used forN,, < 4. Also, when evaluating

stantaneous channel condition at the end of the latestvestei

frame. This means that while the transmitter only updatg%e goodput with 8PSK, it is verified that_ the LDC scheme
the index* at every N, x T seconds, the channel, and,pen‘orms up to 20% better than Alamouti ¥, < 15, and

consequently, the optimal index, may change faster dutiisg t ShOrt periods should be employed. Thus, higher gains may

interval. be achieved when the modulation order is increased, as the
As expected, and may be observed in Figure 3, the Be¢erhead becomes proportionally lower.

increases with increasing values o,. It may also be ob-

served that the BER value stabilizes Al tends to infinity. B- Feedback Channel Delay

This happens because the information sent by the feedbacBesides the periodical feedback, one must also account for

channel becomes inaccurate if the LDC index is not updat#éte delay in this information. The receiver must estimate th

frequently enough, to follow the channel temporal varigdio channel, process it, choose the best index, and wait for the

Considering that for a Doppler frequency of approximately ext transmission opportunity. To investigate the impéthis

Hz, the coherence time is about 140 ms, one notice Mat delay, we now consider a feedback peri¥g = 1, but with a

approaches 20 frames, the correlation between the charaedhy of N; frames. The receiver selects and sends the LDC

state immediately before the next data transmission and thdexi* for each frame and subcarrier, but the transmitter only

channel state at the moment that the receiver chose the indeseives the dat@’' N; seconds later.

is very low, yielding results that approach those obtaingti w In Figure 5 it is possible to see that the BER increases with

a random choice of indices. larger Ny in both BPSK and 8PSK. Using BPSK, the error
We can also verify that, when BPSK is usedNjf > 5 the rate with LDC is better than Alamouti’s iV, < 2. If 8PSK

error rate is worse than the error rate with Alamouti tecbriq is used, the error rate is better fdf; < 5.

[27]. When 8PSK is used, the same happens wNgn> 15. Again, it is possible to observe that the BER curve tends to

Again, it is interesting to remember that the Alamouti sckenma constant value whelV, increases, for the same reason as

is one particular case of LDC with no need for feedback, arl the previous subsection.

it performs better than a random LDC. Nevertheless, we canin terms of the goodpu&, in Figure 6, we notice that,

observe that the BER with LDC is always lower than for for BPSK modulation, the LDC technique is worse than

system without diversity, even for very long feedback pasio Alamouti’s for any positive feedback channel delay. For RPS

i.e., LDCs still provide some diversity, even with a nonio@l modulation, it is interesting to use the LDC technique if

index. Ng < 5.
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M ! ! ! ! ! e ! ! ! ! ' ' ‘
: —+—LDG - BPSK

y —e— Alamouti - BPSK
BP_SK : —&— Mo Diversity - BRSK
: : : : ——DC - BPSK
—5— Alamouti - BPSK

a5l . . . T L i a5l . L . ot e g Diversity - 8PSK [

20r - 20+ E
g .—"*LDC-BP.SK ;;E
@ —s— Alamouti - BPSK ©
15 : —&— No Diversity - BPSK b 15F -
: : : ——LDC - BPSK
: : : : —&— Alamouti - BPSK
ZAElfNo Diversi:ty-BPSK
gL : : : ‘ : ‘ : ‘ : : : : : ‘ : : ‘
2 4 ] g 10 12 14 16 18 20 1 2 3 4 5 G 7 g a 10
Period [Frames] Delay [Frames]
Fig. 4. Goodput with varying signalling period. Fig. 6. Goodput with varying feedback delay.
016 e S However, this increase is only considerable whep > 8.
: : : : : : When goodputz is verified, in Figure 8, it is possible to note
» : : : : : : that the goodput remains stable unil. = 16 . Therefore,
§ § § § : an ideal number of subcarriers per group may be chosen
: ; ; § ; § depending on channel characteristics. However, the figures
' ' : ' ' ' limitation, and relatively large groups can be used.
—— LDC - BPSK
_ —o— Alamouti - BPSK
[l bl : : : : —+— Mo Diversity - BPSK | | 015
= : : : : ——LDC - BPSK ! : '
o : —5— Alamouti - BPSK -
—&— Np Diversity - BPSK : : :
- - | |
: : : ” : : —#—LDC - BPSK :
" T i i i T —=&— o Diversity - BPSK
/’_X : : : : : = ——LDC - 8PEK
0 I I I I i I I i o 008- —%— Alamouti - BPSK
1 2 3 4 5 G 7 g a 10 % —=&— No Diversity - BPSK
Delay [Frames] : : #
Fig. 5. BER with varying feedback delay. e e e ]
C. Subcarrier Grouping oo : : :
In OFDM systems it is safe to assume that neighboring -
subcarriers have highly correlated channel responses, an 5 5 3
thus, the feedback information can be sent for groupof : : :
D 1 1 Il 1

adjacent subcarriers in order to reduce the signalling.[®ats 2 1 3 5 ] B
is investigated in this subsection. We consider hafe= 0 _ , Humber of Subcariers
and N, = 1. The same index" is used by the transmitter for 9 /- BER With varying subcarrier group sizes.
all subcarriers within a group, and this index is chosen thase
on the channel of the central subcarrier. Different groupy m
be assigned different indices.

It is possible to observe in Figure 7 that, as expected, BERWe consider now a system with/; = 0, V, = 1 and
grows with the increase of the number of subcarriers pergrouV, = 1, but with a probability Py that an error occur in

D. Feedback channel errors
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; —&— Alzmouli - BPSK
: —&— Mo Diversity - BPSK
5 i i i i : : : :
2 4 & 18 72 B4 ok : i
Mumber of Subcarriers e
Fig. 8. Goodput with varying subcarrier group sizes. :
the transmission over the feedback channel. Thus, there is 0 o1 0z 03 04 05 08 07 03 09

possibility that the transmitter uses wrong data to seleet
LDC that will be used to send the next block. In Figure

35

G [khits/s]
=]
:

.| —8— Mo Diversity - BP3K | ..

——LDC - BPSK
—o— Alamouti - BPSK

——LDC - 8P3K
—— Alamouti - SPSK
—&— Mo Diversity - BPSK

e

with very small gains. When 8PSK modulation is used, this
technique is considerably better than Alamouti whén is
less than about 0.5.

a0

- : : : : : : : poee

G [khits/s]

—#—LDC - BPSK

—s— Alamouti - BPSK

15 Fere b g Diversity - BPSK |+
: : : : ———LDC - BPSK

Feedback Channel Error Probability

tgig. 10. Goodput with varying feedback error probability.

it is possible to notice that the gain of the LDC technique is It is important to highlight, however, that, in all studied
reduced whenP; increases. Also, when BPSK is in use, irtases, no channel coding was considered in the feedback
casePy > 0.2, itis better to use Alamouti than LDC techniquechannel. In practical systems, the feedback information is
with feedback. In case 8PSK is used, this will happen onbthannel coded to avoid signalling errors. This is achieved a
when Py > 0.5. Clearly, whenb; = 1, as in this case study, the expense of an increased overhead. In any case, since in ou

the error probability is likely to be limited t@&; = 0.5.

BER [%)]

0.16

D14F- i

e e

012

01

DOBF-oeeioee

0.04

0

BPSK RSSO S

—— DG - BPSK
—&— Alamouti - BPSK
—&— Mo Diversity - BPSK

1 ——LDo-oPsK

—&— Alamouti - BPSK

—8— No Diversity - BPSK

0

01 02

1
0.4
Feedback Channel Error Probability

L 1
0.6 o7 0.4 ns

Fig. 9. BER with varying feedback error probability.

application only a few bits are sent over the feedback cHanne
the cost of such overhead can be considered as negligible.
One should bear in mind that the results presented in this
section should not be viewed quantitatively, but rather as
performance trends when feedback impairments are consid-
ered. In a real-life system, the optimum feedback delay, the
length of the feedback period, and the size of each subcarrie
group depend on the channel coherence band and interval,
as well as on the employed modulation and coding scheme
and target error rate. However, in any situation it is neagss
to weigh the pros and cons of using LDCs, considering not
only their performances under ideal conditions, but als th
signalling overhead and robustness in the presence of non-
ideal feedback, and, in some situations, schemes that do not
require feedback, such as Alamouti’'s, may be more efficient.
The increased complexity of LDCs must also be taken into
account, as the choice of the optimum index, as stated in (13)
may be computationally demanding.

VIII. CONCLUSIONS

In this paper, we proposed a general framework for transmit
code selection with linear dispersion codes. Based on the
instantaneous channel conditions, the transmitter clsoase
LDC from a set of LDCs aiming to minimize the error

When the goodput; is verified in Figure 10, it is observedprobability. The determination of the best set of LDCs,,i.e.
that, when BPSK is used, the use of the LDC technique tise one that minimizes thaverageerror probability, was
only recommended for error rates below 0.1, but even theescribed as a constrained optimization problem. For icerta
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