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Inter-Frame Post-Processing for Intra-Coded Video

Edson M. Hung, Ricardo L. de Queiroz, and Debargha Mukherjee

Abstract—We propose a video codec architecture based on techniques for decoding linear block codes with randomrerro
mixed quality frames which allows for low-complexity intra- and erasures in computer memory cells.
coded video to undergo inter-frame post-processing to improve Low-complexity video compression is often achieved solely

its rate-distortion performance. The video sequence is divided Vi : H dicti hich is k .
into key and non-key frames by applying different quantization relying on intra-frame prediction, which is known as intra-

parameters among them. The application of different quanti- Only coding. Intra-only coding avoids the usage of the mwotio
zation parameters reduces the bit-rate, but also reduces the estimation technique during encoding, which simplifies the
quality of the non-key frames. In order to enhance the quality of codec and makes it more robust against errors [5], [6]. Even t

these non-key frames at the decoding process without additional “zero-motion-vector” case, where motion estimation isided
information, we propose the use of the higher quality (key) frames b . . is oft ided i
through motion estimation. For that, in blocks where key and PY @sSuming a no-motion vector, Is often avoided in many

non-key frames “match”, we try to apply details of key frames applications for complexity reasons [7]. Intra-only cagliis

to non-key ones. Tests were carried with H.264-Intra, Motion also used in digital cinema and in surveillance systems [5],

JPEG 2000 and Motion JPEG video sequences, recording PSNR{[g], [9].

improvements of up to 1 dB. There is recent interest in some distributed video coders
Index Terms—Video compression, video post-processing, (DVC) which also make use of intra-coding [10]-[20].

example-based super-resolution, intra-coding of video. There are related works based on video quality enhancement
[21], spatio-temporal filtering [22], or video denoisingy B
|. INTRODUCTION using multiple motion estimation hypothesis [23], [24], we

O?erformed a multi-hypothesis motion compensation using a

OV\/_—comp_Iexny video encoding IS often necessary f distortion-based weighted mean. Studies about flicker®%j [
devices with power and computation constraints. For ex:

) o . . . : also yield video enhancement based on temporal correlation
ample, it can be applied in devices like wireless video casier o
. . .~ The main difference between the proposed method and those
low-power video sensors, surveillance cameras, multiemedi . . . ) .
. ) previous ones is the mixed-quality approach, presentelen t
portable devices (as mobile phones and PDA), etc. .
. . next section.
Different from the recent video codec standards, where_l_he ronosed aporoach to intra-coding is to allow a small
encoders are computationally complex, due to a predictide a_ . propo: pp . 9 .
uality variation among frames in order to reduce the hi-ra

transform coding, and the decoders are simpler. Distribut t the decoder side. w n the better litv frames t
video coding permits shift the video codec complexity from € decoder side, we can use the betier-quaily frames 1o

the encoder to the decoder. These codecs are based on'an e;?]\;]eatnieerlg\gftr'guzlr'%Orl{zi'.nln ?r:ge:ij?e?gnt::tb\évt;e/vgggathe
Slepian-Wolf [1] theorem applied to distributed sourceingd Y y taKing '

(DSC), where a set of correlated information source cou de_tter-quality frgme and its requantize_d_version. The aequ
be compressed without communicating to each other. j'ng process is performed by quantizing the better-gyiali

modeling the correlation between multiple sources at t gme to a quality that is compatible to the frame we want

decoder side together with channel codes, DSC has the)/abﬁ&stienqgggﬁg' dljgvéloe\:g:htglrsall?/zgﬂosn is subject to motion
to shift the computational complexity encoder to the decod® | tE dis simil t. le-based 26
side. However, the Slepian-Wolf theorem treats only casts w h essence, our method is similar to example-based [26],

lossless information. The Wyner-Ziv theorem [2] extends tl‘gg] V'ggeo f'uper-resor:utlon n mn;]ed-resolunl_ot n aptlra]r(m}::
previous theorem for the lossy case. . [29]. However, here, we enhance quality rather than

In general, DVC architectures use different source codin éatlzl rescl)_ltutlonhHence, o?r method c:;tlnlbte seen as exar?ple
such as H.26x or MPEG-x, and also different side-infornmati sed quality enhancement (as a parallel to super-resujuti

generation, for example: syndrome, hashes, CRC or cos d ourframeyvork can bg seen as having mixed-quality frames
rather than mixed-resolution ones.

These schemes allow for separate encoding and joint de\;;;odiﬁ1 . . ) . . .
. o : This article is organized as follows. Section Il describes
i.e., distributed source coding. . . . L .

the mixed-quality frames architecture, while in Sectidrthie

In [3], the authors introduced a practical distributed seur 4 enh ¢ method i tod. Th : ¢
coding using syndromes framework applied to signal corfitOPOsed enhancement Method IS presented. The expenmenta
sults are shown in Section IV and Section V contains the

pression. In [4] the author incorporated error informatiolf

(cosets) at the encoding of linear block codes and app”ganclusmns.
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different from the mixed-resolution architecture [17]8]1 blocks, however, will lead to overall SAD/SSD equal or lower
here we generate a bit stream that is still compatible withthan that for the whole macroblock. Hence, partitioned kdéoc
regular decoder. The proposed optional enhancement methaxild invariably be chosen. However, we expect, and have
works at the decoder side and uses the higher quality franeapirically verified, that thel6 x 16-pixel blocks typically
to enhance the lower quality ones. The decision of usingeld better overall results. The reasoning for this is tat
or not an enhancement method at the decoder may depeang looking for larger structures using block-based tadlsce
upon application constraints like battery autonomy, pssoe a good match is found, we “borrow” details from one block
capacity, temporal delay, acceptable video quality, etc. to apply to the other, but mistakes may cause artifacts. Low-
In order to encode a video sequence with mixed qualityuality versions of smaller blocks of different objects may
we just need to use different quantization ste@ among eventually match. Thus, their details would be differemtlyo
frames. We then have two types of frames, as illustrated &dding noise and artifacts to the image to be enhanced. So,
Figure 1, depending on the value @f the key frames with a larger blocks are more reliable in estimating an object matc
better quality ¢x.,) and the non-key frames with a reducedhrough block matching. Hence, we suggest a penalty factor
quality @Qnon—key > Qiey). The application of differentys (with an empirical value of two) to be applied to the partital
reduces the bit-rate and reduces the quality of non-keydsanblock prediction error.
as well. So, to enhance the quality of these non-key framesL; is motion compensated using motion vectors between
at the decoding process without additional information, WE,,n ke, @Nd Frq ey, (k) in Order to find a contribution layer
propose the use of the higher quality (key) frames throudh, such that
motion estimation. The usage of a GOP (group of pictures) is
not mandatory to the proposed method. However, to simplify Ly = Mo (Fiey, (k) = Frohey. (k) Vie) @)
the implementation, a GOP is determined in this work. where M (-) is the motion compensation operation &g is
The decoding process can be done with a regular decodge set of motion vectors resulting from tiéy (Fron—key
The optional enhancement process may add significant COY: 5 ey, (k)) operation. The enhanced non-key frame is then
plexity in the decoding process due to motion estimatiagiven by:
Operations' Fnon—key - Fnon—key + pcfila (2)
As previously mentioned, the proposed method is inspired .
by other works in example-based super-resolution of vidd¢ere L is a function of all{L.} and p.s is a confidence

[26]-[29]. However, instead of super-resolving by imprayi factor. o _ _
spatial resolution, we improve the quality. The side information generation method at the DISCOVER

Distributed Video Codec proposes equal weights for the for-
ward and backward predictions [14]. Here, we use multiple
predictions in a weighted average as formulated in [29]:

We use a regular decoder that separates key-frames from

1. EXAMPLE-BASED QUALITY ENHANCEMENT

non-key frames, as shown in Figure 2. Let a given non- n o n -1
key frame be denoted aB,,,—kcy. Let this frame be en- ﬁ(z’ j) = Z Ly (i, 5) Z 1 3)
hanced byn key-frames{ Fi.., (1), Fiey.(2)s - -+ Frey, (n) }- = Dy(irj) ) \ = Di(i,])

Then, a requantization operation (Wi, o»—xey) is applied . a

to the key frames resulting in a new set of “low-quality®vhere L(i,j) is the enhancement of a block at t& ;)
key frames:{ FL.q key. (1) FLO kew. (2)s -+ -+ FLQ key, () +- ThE position of the fused gnljanc.:ementnlayérg_(z',y) is the en-
layer Ly, = Frey. (k) — FLO key, () T€Presents the information hancement block prediction in the, j) position at the'k-t_h
lost through requantizing thé-th key frame. L, is subject 'crerence (forward or backward) key frame, abw(i, j) is

to motion compensation before applying it to enhance tg?l_hSSD dl_stortlon at t_he glverr: pdosrluon. ick dicti
romkey Tame. In nis vor. we use vindoned averiappe 112 0% SSTon, T8 Sheys i @ preden
block motion compensation [30]-[32] in order to reduce t:g y : '
blocking artifacts. Motion estimation\{g) is performed at the e€n scene char;]ges, the (_anhanc?_men; layer rr|1(ay (:ecrease the
decoder between the framés o 1., and Fon_re,. Note that objective and the §ubject|ve quality of a non-key frame. In
both have compatible quality degradation, for a more rh?liaborder to reduce this problem, we only apply a percentage
matching. The actual frame is divided into blocks with vatia Per) Of the fused enhancement layef)(to the non-key
sizes (16x 16- and 8x 8-pixels). For each one, we look forframes- Enon—rey). That percentage is interactively obtained
the best-match block within a displacement window at th%y finding
reference frame. The criteria may be the minimization of the n R
SAD (sum of absolute differences) or SSD (sum of squaredi'g, , min (Z MSE (Fnonfkey +Pef Ly Frey (k))) . (4
differences). k=1

When trying to match the current (non-key) frame and thEhep.; parameter is obtained by minimizing the mean square
low quality key-frame using block motion estimation, we tnerror (MSE) among the enhanced non-key frame and the
to minimize the difference betwed6 x 16-pixel macroblocks closest key-frames. In other words, we calculate the MSE in
in both images. We also test subsets as partitioned blocks(4f for each possible value gf.; and choose the.; that
8 x 8-pixels. Performing motion estimation on four partitionedesults in the smallest MSE. This may reduce the flicker and
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the next key frame
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|:| Non-key frame => Qnon-key, Where Qkey < Qnon-key

(@) (b)

Fig. 1. Video encoding with mixed-quality frames. (a) Encadkey and non-key frames with different parameters. (b) Decedth low-quality frame
enhancement using the key-frames.

High-quality frames + Enhancement layer buffer
(key frames) based on previous or
@ next key-frames
- FLokey e
‘ Requantization Motion Overlapped block v _»
Sequence with ‘ (Qnon-key) estimation motion compensation|™ | | .- Enhanced

mixed quality frames motion Lk N sequence

Frey vectors
o— Low-quality frames +
(non-key frames) +

Decoder

Fnon—key A A
Fnon-key = Fnon-key +pcf L

Fig. 2. The proposed architecture for enhancement at theddeco

may also diminish the influence of mismatches between a ndo-the mixed-QP case. Tests using two key-frame references
key frame and the enhancement layer. Finally, we add tftke closest forward and backward key frames) and four
enhancement layer to the low quality key frame as in (2). references (the two closest in each direction) were peddrm
We also compared the overlapped block motion compensation
IV. EXPERIMENTS (OBMC) technique with the ordinary motion compensation

In order to evaluate the performance of the proposed tedfC)- Figure 3(b) is a differential version of Figure 3(a),
nique, we processed video sequences at GIE % 288 pixels) wherg the fixed-QP rate—.dlstortlon curve was used as referen
and high definition 1280 x 720 pixels) resolutions. They were Déspite the decrease in codec performance when we use
encoded with H.264-Intra with GOP length of 4 (that is, foP“'X?d'QF_’ d(_ar_;odmg (com_pared to the fixed QP case), we can
each key frame, there are three non-key frames), using ffdieve significant RD gains when we apply the proposed post-
JM 15.1 reference codec implementation. At mixed-qualif*ocessing technique.
encoding, the key frames were encoded with quantizationin Figure 3(c) we show results for the sequence Foreman
parameter (QP) in the s¢2,27,32,37} in order to generate encoded WithQ Py, = 32 and QPpon—rey = 38. In this
the rate-distortion (RD) curves. We s@%,on—key = 2Qkey » Case, with two reference frames and overlapped block motion
i.e. QPron—key = QPrey + 6 [33], [34]. In the enhancement compensation we obtain an average gain0ofddB. With
method, we use a motion estimation window3afx 32 pixels four reference frames and regular block motion compensatio
for both full macroblocks and partitioned blocks. there is an average gain df.87dB. Finally, there is an

The process of changing the quality of frames may cauaeerage gain 00.91dB when using four reference frames
flickering. Larger difference,on—rey — Qrey implies more and overlapped motion compensation. Despite the modest
intense flickering, but also higher quality improvementwHo objective video quality gains, we show in Figure 4 a sig-
ever, reducing the quality of the non-key frames too mugfificant visual improvement. In order to evaluate the gains,
yields more sizeable bit-rate savings but also may cause @& compare the original 51-st frame of sequence Foreman
jectionable flickering after the enhancement process. @ise lwith a non-key frame, with and without enhancement. Figure
to carefully weigh the trade-off, in order to avoid subjeeti 5(a) shows a comparison among the proposed methods and
image quality degradation. the regular fixed-quality compression applied to a low-mmoti

Figure 3(a) shows the performance of fixed-QP intra-onljideo sequence. Figures 5(b) and (c) show the differential
H.264 compression compared to the mixed-QP H.264-intresults for a sequence with low- and high-motion scenes,
with the enhancement technique using different configonati respectively. Figure 6(a) shows RD plots for the Shieldgwoid
In order to plot the curves, we selected for the fixed-Q&equence which has high- and complex-motion scenes. Bigure
encoding theQ Ps that yield the closest bit-rates compare@(b) and 6(c) also shows the differential curves of the psepo
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Fig. 3. Results for encoding sequence Foreman, comparindarefixed quality H.264 intra-only; mixed frame-quality; andx@d frame-quality video
sequence approach with the proposed enhancement. (a) RBscyb) The differential plot of (a), taking the regular fixgdality parameter video as
reference. (c) Comparison of the frame-by-frame enhancemémt gathe sequence Foreman encoded \@th., =32, Qpon—key=38 and GOP=4.

A
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Fig. 4. Subjective comparison of the proposed technique egin of the 51-st frame of the sequence Foreman. (a) Non-&eyeir (b) Original frame. (c)
Enhanced non-key frame. The sequence was encoded¥it)=32, Qnon—key=38 and GOP=4.
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Fig. 5. Results comparing H.264 intra-only regular fixed fragmality parameter video, mixed frame-quality video sequemceé mixed frame-quality
video sequence enhanced with the proposed method appliediyo Aideo sequence. (a) RD curves. (b) The differentiat mibthe previous curve. (c)
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Fig. 6. Results comparing H.264 intra-only regular fixed fregqoality parameter video, mixed frame-quality video sequeara® mixed frame-quality video
sequence enhanced with the proposed method applied to Shieleo sequence. (a) RD curves of the sequence. (b)(c)r&iffial RD curves comparing
H.264 intra-only performance for regular fixed frame-qualityxed frame-quality and the mixed frame-quality approach eoéd with the proposed method.
The tests were performed with Shields and Parkrun video segse respectively.

TABLE |

method for high resolution sequences. BIT-RATE SAVINGS[36]

We have also applied the same enhancement technique to

CIF-size video sequences compressed with the Motion JPEGompressed video sequence Rate savings over
2000 (implemented with the Kakadu software [35]). In this fixed quality parameter
case, instead of determining a fixed quantization, we setd fix Foreman— H.264 1/Q no enh. -4.28%
. A B A .. Foreman— H.264 MQOBMC (2refs) 5.29%
bit rate to each frame. At the mixed quality version, the bltForemaer 1264 6.62%
. . . Y C(4drefs .
rate ratio between the low quality frames (non-key frames) @ Foreman— #7264 ﬁg e J Y " 719%
high quality frames (key frames) was set®0l0. As shown in ~Foreman— MJPG2k 11Q no enh. -0.84%
7(a)-7(c), we can observe a performance improvement, aftdiereman— MJPG2k y@ 0BMC (4refs) 5.01%
Foreman— M JPG pQ no enh. -4.22%
enhancement.
) ) N Foreman— M JPG MQOBMC (4drefs) 5.43%
We further app_lled our method 'Fo motion JPEG (MJPEC,'.AkyiO Ty — 2220
In an MIPEG mixed quality architecture we performed theakyio — H.264 yrq arc (4 rers) 12.05%
tests using a quantization matrix at the non-key frames ehosAkyio — H.264 y1q oBMC (4refs) 12.70%
entries are three times larger than those of the key—framei"y!0 = MJPG2k p1Q noenh. -0.95%
i - Iso sh formance improvement e&eae — 7 PC2k 1q 0BMC (4 rere) 13.28%
Figure 8(a)-(c) also shows a performance imp ORRyio = M TPT 310 no cnh. 358%
the use of the mixed quality approach with inter-frame postAkyio -+ MJPG g o5Mmc (4refs) 25.64%
processing. Mobile — H.264 31 no enh. TA47T%
In Table I, we use an objective metric [36] to calculate themog!:e - ELQJ%GAQ% OBMC (4refs) ?6‘2371?;
o . . . obile — MQ noenh. g 0
bit-rate savings qf the mlxgd quality (or rate) frames S@QBE  \ohile —» M. PGk O OBAC (4 refa) 7 63%
compared to a fixed-quality (or rate) parameter coding. Th&iobile — MJPG 116 no cnn. 10.48%
results show a performance reduction in the RD relation wheobile — MJPG yrqg oBMC (4refs) 2.16%
the mixed quality is used. However, it can outperform thedixe snields— 77.264 MQ o enh, 2.08%
quality (or fixed rate) approach when applying the proposedhields— H.264 pg oBMC (4refs) 7.73%
enhancement technique. Observe that the sequence Forenfamkrun— H.264 r1q no enh. -2-040%
compressed with H.264-intra achieves the best enhancemef™<un— 264 xg oBuc (4ress) 281%

configuration when we add the overlapped motion compensa-
tion within multi-hypothesis motion estimation/competiza

(in this experiment we used two and four reference framesgxperiments show that the proposed technique works for
many types of video codecs to enhance low quality frames
using high-frequency details from the key-frames, without
any additional information being sent to the decoder. An

improvement in performance occurs when we use multiple

~We proposed a simple architecture that allows for a decodggference frames and overlapped block motion compensation
side enhancement for an intra-only video coding scheme. For

that, a mixed quality approach, i.e. varying frame qualiy,
applied. The proposed method is an example-based quality
enhancement, similar to super-resolution for spatial lteso
tion enhancement. In this sense, the proposed mixed—gquali[t1
framework is a parallel to mixed-spatial-resolution agutees.

V. CONCLUSIONS
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